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   (hadisiasar@pnu.ac.ir ٍل:َ)ًَیؿٌسُ هؿ ،زاًكىسُ وكبٍضظي، زاًكگبُ پیبم ًَض، تْطاى، ایطاى بضیاؾتبز -1

 قیطاظ زاًكگبُ اة، هٌْسؾی ثرف زاًكیبض، -2
 06/03/99تبضید پصیطـ:                12/12/97تبضید اضؾبل: 

 219   تب 210 صفحِ: 
 

 چکیذُ
 تغییش طیّیذسٍلَ اثشات اسصیاتی ٍ آتیاسی ّایػیؼتن سیضیتشًاهِ تشای ّیذسٍلَطی چشخِ اخضای تشیيهْن اص یکی تعشق -تثخیش   

صّکشی،  ّای آتیاسی ٍات اص لثیل تَاصى ّیذسٍلَطیکی آب، طشاحی شثکِتعییي صحیح آى تشای تؼیاسی اص هطالع اػت ٍ اللین
عذم لطعیت  ،تالایی تشخَسداس اػت. خاصیت غیشخطی ػاصی هٌاتع آب اص اّویتتْیٌِ ػاصی هیضاى هحصَلات ٍ طشاحی ٍشثیِ
تش ّای هثتٌیشذُ پظٍّشگشاى اص سٍؽ اًذ کِ تاعثی تَدُاللیوی دس تشآٍسد تثخیش ٍتعشق اص دلایل تِ اطلاعات هتٌَع ًیاص ٍ راتی

-2012 ایّتعشق هشخع سٍصاًِ تیي ػال-ْت تشآٍسدی دلیك اص همذاس تثخیشدس ایي تحمیك خ َّؽ هصٌَعی اػتفادُ ًوایٌذ.
هًَتیث ٍ  -ٌويپ -تشاػاع سٍؽ اػتاًذاسد ٍ هتذاٍل فائَاتتذا  تلَچؼتاى شْشػتاى صاتل دس شوال اػتاى ػیؼتاى ٍدس  2002

هحاػثِ ٍ ػپغ تا اسائِ ػٌاسیَّای هختلفی اص       تعشق هشخع-همذاس تثخیش ػیٌَپتیک صاتلّای َّاشٌاػی ایؼتگاُ دادُ
لل، سطَتت هیاًگیي، دهای حذاکثش، دهای حذالل، دهای هیاًگیي، سطَتت حذاکثش، سطَتت حذاتشکیة پاساهتشّای َّاشٌاػی شاهل 

دس یافتِ هذل خطی تعوین ، خٌگل تصادفی ٍّای یادگیشی عویكهذلعٌَاى ٍسٍدی تِتاسؽ، ػاعات آفتاتی، ػشعت تاد ٍ تثخیش 
تعشق  تثخیش ٍ تشآٍسددس . عٌَاى خشٍخی هذل شذُ اػتتعشق هشخع تِ -تشی اص تثخیشصهاًی سٍصاًِ ػعی دس تشآٍسد دلیكهمیاع 

 -پٌوي-فائَ سٍؽ ّا اص شای اسصیاتی هذلت ٍ اًتخاب گشدیذّای َّاشٌاػی ػٌاسیَ اص تشکیة دادُ 22 ّای هزکَس،سٍصاًِ دس هذل
 سطَتت حذاکثش، دهای هیاًگیي، دهای حذالل، )دهای حذاکثش، M5. دستیي ػٌاسیَّای هَسد تشسػی، ػٌاسیَی شذهاًتیث اػتفادُ 

 (215/0) سیشِ هیاًگیي هشتعات خطاتا  یادگیشی عویكتشای هذل خیش اص تشت( تث ٍ ػشعت تاد سطَتت هیاًگیي، سطَتت حذالل،
ّوچٌیي هذل یادگیشی  ّای فَق داشتٌذ.تْتشیي عولکشد سا دس تیي هذل (229/0) تیشتشیي ضشیة ّوثؼتگی ٍهتش تش سٍص هیلی

 سا تشای تشآٍسد تثخیش ٍ یادگیشی عویكذل تٌاتشایي ایي تحمیك ه ّا ًشاى دادًذ.پایذاسی تیشتشی ًؼثت تِ دیگش هذل عویك دلت ٍ
 .کٌذتَصیِ هی صاتل شْشدس  گیاُ هشخع تعشق

 
 یادگیشی عویكهاًتیث،  -پٌوي-فائَعذم لطعیت، ، تعشقٍ  تثخیش :ّای کلیذیٍاطُ

 همذهِ 
ّبي هْن چطذِ ّیسضلَغي تؼطق یىی اظ هَلفِ -تجریط   

غ آة ي هسیطیت ثْیٌِ هٌبثاؾت وِ ترویي زلیك آى ثطا
اضظیبثی اثطات ّیسضٍلَغي  ّبي آثیبضي ٍضیعي ؾیؿتنٍثطًبهِ

، تؼطق گیبُ هطجغ -یعاى زلیك تجریطثبقس. ترویي هلاظم هی
، ثلىِ تؼییي زٍضُ آثیبضي ضیعي آثیبضي ٍتٌْب زض ثطًبهًِِ    

زض هغبلؼبت هطثَط ثِ هسل ثیلاى آة ّط ًبحیِ اظ اّویت 
زض تبهیي ًیبظ آثی      ایي، فطاٍاًی ثطذَضزاض اؾت. افعٍى ثط

، ٍهغبلؼبت ثیلاى آة هربظىضیعي زلیك آثیبضي ثطًبهِ ،گیبّبى
ضیعي زلیك آثیبضي هؿتلعم زاقتي (. ثطًبه3ِضطٍضت زاضز )

ّبي تؼطق یىی اظ هَلفِ-اؾت. تجریط    اعلاػبت وبفی اظ 
ضلَغیىی اؾت وِ تبثؼی اظ ػَاهل هرتلف َّاقٌبؾی ًظیط سّی

تبثف ذَضقیسي اؾت.  ؾطػت ثبز ٍ َثت ًؿجی،زهبي َّا، ضع
ایي هَلفِ زض هغبلؼبت هرتلف وكبٍضظي اظ جولِ عطاحی 

ضیعي ٍ ثطًبهِ عطاحی هربظى ،ظّىكی ّبي آثیبضي ٍؾیؿتن
. ترویي ثیف اظ حس آة (11) آثیبضي ًمف هْوی ایفب هی وٌس

قسى ّسض زازى آة آثیبضي، ثبػث هبًساثی ضويهَضز ًیبظ گیبُ 
ًوَزى آة ظیطظهیٌی قؿتكَي هَاز غصایی ٍ آلَزُاضاضی، 

ذكىی  ، ترویي ووتط ًیع ثبػث تٌفزیگطقَز. اظ ؾَي هی

زًجبل ذَاّس زًجبل آى، وبّف هحصَل ضا ثِثِ گیبُ قسُ ٍ ثِ
-تجریط همساض هؿتمین گیطياًساظُ ثطاي هؼوَلاً. (18)  زاقت
 گیطياًساظُ حبل ایي ثب. قَز هی اؾتفبزُ لایؿیوتط اظ تؼطق

 ّویكِ وِ اؾت ظیبز ٍلت صطف ًیبظهٌس ٍ ثَزُ پطّعیٌِ
 ثطاي غیطهؿتمین ّبيضٍـ غبلجبً ایي ضٍ اظ. ًیؿت پصیطاهىبى
گیطز. ایي پتبًؿیل هَضز اؾتفبزُ لطاض هی تؼطق -تجریط ثطآٍضز
ّبي ؾبزُ تجطثی تب ّب قبهل عیف ٍؾیؼی اظ هسلضٍـ
وِ ثط لَاًیي  (ثهبًتی-هبًٌس پٌوي)ّبي پیچیسُ تطویجی ضٍـ

هغبلؼبت پیكیي  وٌٌس. تغییط هی ،فیعیىی اؾتَاض قسُ اؾت
 ثب اؾتفبزُ اظ ضٍـ    ، وِ همساض ترویٌی زّس ًكبى هی

ّبي هرتلف ثِ همبزیط زض اللین( PM 56) هبًتیث-پٌوي-فبئَ
 . (1) تط اؾتقسُ ًعزیهگیطياًساظُ

بي یٌسّاػلت پیچیسگی ٍ ػسم زاًف وبفی زض هَضز فطثِ   
تؼطق، ؾبذت -ِ ّیسضٍلَغیه اظ جولِ تجریطفیعیىی زض چطذ

یٌسّب آّب ثطاي ثیبى ایي فطّبي آهبضي ٍ گؿتطـ آىهسل
 سؾیي ثَزُ اؾت. ثب تَجِ ثِ ّویكِ هَضز تَجِ هٌْ

 هٌبثغ ضیعي ثطًبهِ ثطاي آیٌسُ زضثَزى اعلاػبت جَي هجَْل
-تجریط ايثِ گًَِ تب اؾت ًیبظ هعضػِ زض آثیبضي هسیطیت ٍ آة

 اظ اعلاع ًوَز. ثیٌیپیف هتفبٍت ظهبًی ّبيزٍضُ زض ضا تؼطق

 داًشگاُ علَم کشاٍسصی ٍ هٌاتع طثیعی ػاسی
 پظٍّشٌاهِ هذیشیت حَصُ آتخیض
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 ٍ ؾبلاًِ ّبيهمیبؼ زض پتبًؿیل تؼطق تجریط آتی ٍضؼیت
ضیعي هٌبثغ آة طاي ثطًبهِث ّبگیطيتصوین ثِ تَاًسهی هبّبًِ

 (.3)زض هعضػِ ووه وٌس
 ّبي َّـ هصٌَػی زض ثطآٍضز ظهیٌِ وبضثطز ضٍـ زض   

طجغ تحمیمبت هتؼسزي صَضت گطفتِ اؾت تؼطق ه-جریطت
 همبزیط  ثطآٍضزّبي َّـ هصٌَػی زض ٍلی وبضثطز ضٍـ(، 23)
گطفتِ ٍ تحمیمبت  تؼطق هطجغ ووتط هَضز تَجِ لطاض-جریطت

 ّوىـبضاى زیبهـبًتَپَلَ ٍ هحسٍزي زض ایي ظهیٌِ هَجَز اؾت.
ّبي ػصجی هصٌَػی ضا زض تروـیي ػولىـطز قجىِ (8)

الل زازُ َّاقٌبؾی ثطضؾی پتبًـؿیل ثـب حستؼـطق -تجریـط
ٍ ًتیجِ گطفتٌس ثـب زضًظطگـطفتي هتَؾـظ، هـبوعیون ٍ  ًوَزًس

ّبي اًتربثی قجىِ ػـصجی هـصٌَػی هیٌیون زهب، هسل
تؼطق پتبًؿیل ضا زض همبیؿِ ثب -ّـبي ضٍظاًِ تجریطتروـیي

 صَضت لبثل تَجْی ثْجَز هؼبزلِ ّبضگطیَظ اصلاح قسُ ثِ
( 33ٍ ؾیلَا ٍ ّوىبضاى ) (34)تیبى ٍ ّوىبضاى  .سزٌّـهی

 ثیٌـی َّاقٌبؾـی ثـب اؾتفبزُ اظ ًكبى زازًس وِ پیف
ـبضي هٌبؾت جْت وػٌـَاى ضاُتَاًس ثـِّبي ػسزي هیضٍـ
پبلوط  .تؼطق زض آیٌسُ هَضزاؾتفبزُ لطاض ثگیطز-ثیٌی تجریطپیف

تسضیج ِثّب وِ هجوَػِ هسل ًسپیكٌْبز وطز (30) ٍ ّوىبضاى
 . گیطز هَضز اؾتفبزُ لطاض هی ّبهسل ترویيثطاي ثْجَز 

 حلیلیی تیاثعاضّب ( ػوَهبGLM) 1یبفتِّبي ذغی تؼوینهسل
یبفتِ ّبي ذغی تؼوینهسل .ثطاي اًَاع هرتلف زازُ ّؿتٌس

ًظیط ضگطؾیَى ّبي آهبضي اي اظ هسلقبهل عیف گؿتطزُ
جؿتیه ثطاي ّبي لقسُ ًطهبل، هسلذغی ثطاي پبؾد تَظیغ

ّبي قوبضقی ٍ ّبي ذغی ثطاي زازُّبي ثبیٌطي ٍ هسلزازُ
 اظ عطیك  ّبي آهبضي هفیس اظّوچٌیي ثؿیبضي اظ هسل

ثؿیبضي اظ هحممبى گعاضـ  .قَزؾبظي هسل ولی آى هیفطم
عَض گؿتطزُ زض ثِ(GLM)  یبفتِ وِ هسل ذغی تؼوین اًس زازُ
 .(6اؾت )  ثیٌی ثبضـ اؾتفبزُ قسُ ؾبظي ٍ پیف هسل

حَظُ یبزگیطي ػویك ضظیبزي زّبي ّبي اذیط پیكطفتزض ؾبل
ّبي گًَبگًَی زض ایي ضٍـ صَضت گطفتِ وِ ؾجت ایجبز

 تطیي یىی اظ لسضتوٌس ػویكثبٍض قجىِ  اؾت. حَظُ گكتِ
 2006اؾت وِ زض ؾبل( DL) 2یبزگیطي ػویك ّبيالگَضیتن

ایسُ  یه ًگطـ جسیس ثِ DLتَؾظ ّیٌتَى اضائِ قسُ اؾت. 
 هجوَػِ  DLزض ٍالغ  ثبقس.ّبي ػصجی هیِقجى

تب هفبّین اًتعاػی ٍ اًس تلاـوِ زض  اؾت ّبییالگَضیتن
 (.2،13،22) هرتلف هسل وٌٌس ّبيلایِپیچیسُ ضا زض ؾغَح ٍ 

قسى ثط یبزگیطي ػویك، ًعزیهّبي هجتٌیایسُ اصلی قجىِ
ـ وِ اّط چِ ثیكتط یبزگیطي هبقیي ثِ یىی اظ اّساف اصلی

زٍ قجىِ زض ًگبُ اٍل ثبقس. هیاؾت، هصٌَػی ّوبى َّـ
اظ لحبػ ؾبذتبض قجىِ  3چٌس لایِ ثبٍض ػویك ٍ پطؾپتطٍى

ثبٍض  ّبيیٌس. ایي زض حبلی اؾت وِ قجىِآًظط هییىؿبى ثِ
 4(RBM) قسُهبقیي ثَلتعهي هحسٍز لایِػویك اظ چٌس 

َع ذبصی یه هبقیي ثَلتعهي ً زض ٍالغ(. 22) اًسؾبذتِ قسُ
ّبي هتمبضى ّؿتٌس وِ اظ قجىِهبضوَف ّبي تصبزفی هیساىاظ 

زض ایي ثیي (. 22) اًسثب ٍاحسّبي تصبزفی ثبیٌطي تكىیل قسُ
ّبي ػویك جْت تحمیمبت ثؿیبض ووی ثب اؾتفبزُ اظ یبزگیطي

ثطاي  ثیٌی پبضاهتطّبي آة ٍَّایی صَضت گطفتِ اؾت.پیف
ٌیه یبزگیطي ػویك ثِ اظ یه تى (24) ًوًَِ لیَ ٍ ّوىبضاى

ثیٌی چْبض پبضاهتط جْت پیف  Encoder Auto Stacked ًبم
آة ٍ َّایی زهب، ؾطػت ثبز، فكبض ؾغح هتَؾظ زضیبّب ٍ 

ّبي َّاقٌبؾی زض زازُ لاىزهبي ًمغِ قجٌن ثب اؾتفبزُ اظ و
ثط ّبي هجتٌیًتبیج، هَفمیت ضٍـ .ؾبػتِ آیٌسُ پطزاذتٌس 24

ی پبضاهتطّبي آة ٍ َّاقٌبؾی ضا ثیٌیبزگیطي ػویك زض پیف
ثیٌی ( ثِ پیف7) زض تحمیمی زیگط زالتَ ٍ ّوىبضاى زاز. ًكبى
هست ٍظـ ثبز ثب اؾتفبزُ اظ زٍ قجىِ ػصجی ػویك ٍ ون وَتبُ

 ػوك پطزاذتٌس.
 قس تب الگَضیتوی جْت اًتربة  لاـزض ایي تحمیك ت   

ثطتطي ّبي ٍضٍزي ثْیٌِ هؼطفی قَز. ًتبیج ایي تحمیك پبضاهتط
 (.17) قجىِ ػصجی ػویك ضا ًكبى زاز

ّبي آهَظـ ػویك، (، ثب ثطضؾی ضٍـ32ؾبگی ٍ جیي )   
یبفتِ، جٌگل تصبزفی ٍ زضذت گطازیبى تؼوین ذغی هسل

 ثَزى ایي ، هٌبؾتتؼطق-جریطتثَؾتیٌگ ثطاي هحبؾجِ 
ّب ٍ ّوچٌیي یه تطویت الگَیی اظ هتغیطّبي زهبي ضٍـ

 عَثت ًؿجی، ؾطػت ثبز ٍ تكؼكغحساوثط، زهبي حسالل، ض
 ضا تأییس وطزًس.  ذَضقیسي ٍ ؾبػبت آفتبثی

 تبثیطگصاضقٌبؾبیی پبضاهتطّبي  ،ّسف اظ اًجبم ایي تحمیك   
ثطضؾی  ٍ ظاثل قْطزض  تؼطق هطجغ ضٍظاًِ-جریطزض هحبؾجِ ت

ػٌَاى ّبي هرتلف اظ تطویت پبضاهتطّبي َّاقٌبؾی ثِالگَ
 Generalized Linear بفتِیتؼوین ذغی ّبيهسلٍضٍزي 

Model, GLM)( جٌگل تصبزفی ،)Random Forest, RF )
ّبي ػٌَاى تىٌیهثِ( Deep Learning) یبزگیطي ػویكٍ 

ي هٌترت الگَثط اؾبؼ  ثطتط هسل ٍ اًتربة ًَیي هحبؾجبتی
 .ثبقسهی

 
 ّا هَاد ٍ سٍؽ

زض قوبل اؾتبى ؾیؿتبى ٍ ظاثل  هیٌَپتیؾ ؿتگبُیا   
 تبزلیمِ  18زضجِ ٍ  30زض هرتصبت جغطافیبیی  ٍ ثلَچؿتبى

زلیمِ  10زضجِ ٍ  61زلیمِ ػطض قوبلی ٍ  20زضجِ ٍ  31
 قسُ ٍالغزلیمِ عَل جغطافیبیی قطلی  50زضجِ ٍ  61تب 

 ثبضًـسگی ثب ؾؿیتبى زقتایؿتگبُ ؾیٌَپتیه ظاثل زض  .اؾت
 تجریطؾبلیبًِ ٍ هیعاى هتـطهیلـی 6/59 ؾـبلیبًِ هیـبًگیي

 ثطذَضزاض هحیغی ًبهؿبػس قطایظ اظ هتطهیلی 5000-4000
 ًَاحی ءجع ذكـىی زٍهبضتي قـبذص ثـطاؾـبؼ ٍ ثَزُ

  .قَزهی هحؿَة فطاذكه
حساوثط، حسالل ٍ  قبهل ّبي هَضز اؾتفبزُ زض تحمیكزازُ   

ؾبػبت  ،ضعَثت ًؿجیحساوثط، حسالل ٍ هیبًگیي ، زهب هیبًگیي
زض  ضٍظاًِصَضت ثِ تكت، تجریط اظ ، ثبضـ ٍؾطػت ثبز ،آفتبثی

 َّاقٌبؾیایؿتگبُ  اظ 2009-2018عَل زٍضُ آهبضي 
هتغیطّبي هَضز ( 1). جسٍل قسآٍضي ظاثل جوغ ؾیٌَپتیه

زض عَل زٍضُ  ضٍظاًِ تؼطق -ؾبظي تجریطاؾتفبزُ ثطاي هسل
 .زّسضا ًكبى هیظاثل  هیٌَپتیؾ ؿتگبُیاآهبضي ثطاي 

 
 1- Generalized Linear Models(GLM)                                                                                               2- Deep Learning 

3- Multi Layer Perceptron                                                                                                                 4- Restricted Boltzmann Machine 
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 212......................................................... ................ زضایؿتگبُ ؾیٌَپتیه ظاثلتؼطق گیبُ هطجغ -تجریطزض ثطآٍضز  GLM، RF ٍDLّبي همبیؿِ ػولىطز هسل

 ظاثل ؾیٌَپتیه ایؿتگبُ زض ضٍظاًَِضز اؾتفبزُ زض هسلؿبظي تجریط ٍتؼطق پتبًؿیل ه آهبضي پبضاهتطّبي -1سٍل ج
Table 1. The statistical mean of the parameters used in modeling mobility and daily potential of Zabol station 

 زهب پبضاهتط آهبضي
 گطاز()زضجِ ؾبًتی

 ؾطػت ثبز )هتط ثط )زضصس( ضعَثت ًؿجی
 ثبًیِ(

 ؾبػبت آفتبثی
 )ؾبػت(

 اضتفبع اظ
 ؾغح زضیب )هتط(

 11/9 31/13 85/29 45/23 هیبًگیي

 
 

20/489 

 70/9 13 50/27 80/23 هیبًِ
 82/7 92/38 55/228 45/102 ٍاضیبًؽ
 -54/1 19/0 64/0 -34/2 چَلگی

 28/2 -98/0 -42/0 -22/1 وكیسگی
 

 جْت ؾبذتبض قجىِ قسُؾٌبضیَّبي زض ًظط گطفتِ -2 جسٍل
Table 2. Designed scenarios for network structure  

 تؼساز هتغیط پبضاهتطّبي ٍضٍزي قجىِ ؾٌبضیَ

 10 ؾطػت ثبز، تجریط اظ تكت ؾبػبت آفتبثی، ثبضـ، ضعَثت هیبًگیي، ضعَثت حسالل، ضعَثت حساوثط، زهبي هیبًگیي، زهبي حسالل، زهبي حساوثط، 1
 9 ؾطػت ثبز، تجریط اظ تكت ؾبػبت آفتبثی، ثبضـ، ضعَثت هیبًگیي، ضعَثت حسالل، ضعَثت حساوثط، بي هیبًگیي،زه زهبي حسالل، 2
 9 ؾطػت ثبز، تجریط اظ تكت ؾبػبت آفتبثی، ضعَثت هیبًگیي، ضعَثت حسالل، ضعَثت حساوثط، زهبي هیبًگیي، زهبي حسالل، زهبي حساوثط، 3
 8 تجریط اظ تكت ؾبػبت آفتبثی، ضعَثت هیبًگیي، ضعَثت حسالل، ضعَثت حساوثط، یبًگیي،زهبي ه زهبي حسالل، زهبي حساوثط، 4
 8 ؾطػت ثبز، تجریط اظ تكت ضعَثت هیبًگیي، ضعَثت حسالل، ضعَثت حساوثط، زهبي هیبًگیي، زهبي حسالل، زهبي حساوثط، 5
 7 اظ تكت طیؾطػت ثبز، تجر ،يیبًگیضعَثت حسالل، ضعَثت ه ي،یبًگیه يحسالل، زهب يحساوثط، زهب يزهب 6
 6 اظ تكت طیؾطػت ثبز، تجر ي،یبًگیضعَثت ه ي،یبًگیه يحسالل، زهب يحساوثط، زهب يزهب 7
 5 ؾطػت ثبز، تجریط اظ تكت ضعَثت هیبًگیي، زهبي هیبًگیي، زهبي حساوثط، 8
 4 ؾطػت ثبز، تجریط اظ تكت ضعَثت هیبًگیي، زهبي هیبًگیي، 9
 4 ؾطػت ثبز، تجریط اظ تكت ثت هیبًگیي،ضعَ زهبي حساوثط، 10
 3 تجریط اظ تكت ضعَثت هیبًگیي، زهبي حساوثط، 11
 3 اظ تكت طیحساوثط، ؾطػت ثبز، تجر يزهب 12
 2 ؾطػت ثبز زهبي حساوثط، 13
 1 زهبي حساوثط 14
 1 ؾطػت ثبز 15

 1 تكت تجریط اظ 16

 2 زهبي حسالل-زهبي حساوثط 17

 1 ضعَثت هیبًگیي 18

 2 حساوثط، تجریط اظ تكت زهبي 19

 2 زهبي حساوثط ، عَثت هیبًگیي 20

 2 زهبي حساوثط، ضعَثت حساوثط 21

 2 ؾطػت ثبز زهبي هیبًگیي، 22

 2 حساوثط، ؾطػت ثبز يزهب 23

 1 ؾبػبت آفتبثی 24

 1 زهبي حسالل 25

 
 (GLM) یافتِّای خطی تعوینهذل

 الؼی وِ هكبّسات یبفتِ ثطاي هَّبي ذغی تؼوینهسل   
ّبي هسل ظهبًی وِ ؾبیط ضٍـ اًس ٍعَض ًطهبل تَظیغ ًیبفتِِث

زض ثیي  ایي هسل،. اثساع قسًس ثبقٌس،ضگطؾیَى هٌبؾت ًوی
ثؿیبضي  (.31) ؾبظي زاضاي ػولىطز ذَثی اؾتّبي هسلضٍـ

ّبي ثبضـ ثیٌیؾبظي ٍ پیفاظ هحممیي اظ ایي ضٍـ زض هسل
   .(6،28اًس )اؾتفبزُ وطزُ

 ( RF) خٌگل تصادفی

 ثْتطیي  جعءزض حبل حبضط هسل جٌگل تصبزفی    
 ّبي یبزگیطي اؾت ٍ ثطاي ثؿیبضي اظ هجوَػِ الگَضیتن

زّس ٍ ثط ثٌسي ضا ثب ؾطػت ثبلایی اًجبم هیّب، زؾتِزازُ
،وِ تٌْب ثط پبیِ 1ّبي ولاؾیىی چَى ضگطؾیَىذلاف هسل

ٍ ّعاضاى زضذت اظ  یه هسل تىیِ زاضًس ثب اؾتفبزُ اظ صسّب
وٌس تب ثتَاى اؾتٌجبط ّب اؾتفبزُ هیاعلاػبت ثیكتطي زض زازُ
. ایي ضٍـ یه تىٌیه هسل (29) ثْتطي اظ هتغیطّب زاقت

جوؼی اؾت. ّبي زؾتٍِ هتؼلك ثِ ذبًَازُ ضٍـ 2ًبپبضاهتطي
 Baggingّبیی اؾت وِ هتس ٌسيثایي الگَضیتن اظ جولِ زؾتِ

 تصوین زضذت ظیبزي زض ایي ضٍـ تؼساز (.5) گیطزوبض هیضا ثِ

 ثیٌیپیف ّن ثطاي ثب زضذتبى توبم ؾپؽ  گطزیسُ، ایجبز
 (. 5) گطزًسهی تطویت

 (DL) یادگیشی عویك
ّبي تطیي الگَضیتنیىی اظ لسضتوٌس ػویكثبٍض قجىِ    

ّب ثب تطویت چٌسیي ایي قجىِ .اؾت( DL) 3یبزگیطي ػویك
ّب زؾتیبثی ثِ ِ ّسف آىگیطًس وذغی قىل هیغیطتجسیل 

ّبي هَجَز فضبي ثیكتط ٍ زض ًْبیت ثبظًوبیی ؾَزهٌس اظ زازُ
 ،ّب زض قجىِ ػصجی ثیكتط قَزچِ تؼساز لایِ ّط (. 4) اؾت

   (.22)( 1قىل ) .قَزتط هیؾبظي پیچیسُثْیٌِهؿئلِ 
ّب ثب ّبي آهَظـ ایي قجىِّویي زلیل یىی اظ ضٍـثِ

اي آهَظقی ثسٍى ًبظط ٍ لایِّبي پیفاؾتفبزُ اظ الگَضیتن
زض ایي ضٍـ اثتسا ّط لایِ  (. 4،24) گیطزهی اًجبم 4حطیصبًِ

ول ضٍي  قَز ٍ زض ًْبیتصَضت هجعا آهَظـ زازُ هیثِ
 ّوچٌیي  .گیطزقجىِ تٌظین زلیك ٍ یىپبضچِ اًجبم هی

زٍ قجىِ ثبٍض ػویك ٍ  ،ّبي ؾبذتبضيثط تفبٍتػلاٍُ
اظ لحبػ قیَُ آهَظقی ًیع وبهلا هتفبٍت پطؾپتطٍى چٌس لایِ 

ووه  ثبآهَظـ  ،لایِی ًظیط پطؾپتطٍى چٌسیّبهسل. ثبقٌسهی
 وِ گیطز زض صَضتیصَضت هی 5اًتكبض ضٍ ثِ ػمت يقیَُ

 1- Regression                                                                     2- Nonlinear                                           3- Deep Learning          

 4- Greedy Layer-wise Unsupervised Pre-training Algorithms                                                        5- Backward Propagation Machine                                             

 

 [
 D

O
I:

 1
0.

52
54

7/
jw

m
r.

11
.2

2.
21

0 
] 

 [
 D

O
R

: 2
0.

10
01

.1
.2

25
16

17
4.

13
99

.1
1.

22
.1

5.
1 

] 
 [

 D
ow

nl
oa

de
d 

fr
om

 jw
m

r.
sa

nr
u.

ac
.ir

 o
n 

20
26

-0
2-

03
 ]

 

                             3 / 10

http://dx.doi.org/10.52547/jwmr.11.22.210
https://dor.isc.ac/dor/20.1001.1.22516174.1399.11.22.15.1
http://jwmr.sanru.ac.ir/article-1-1000-en.html


 213............. ...................................................................................................... 1399 ىپبییع ٍ ظهؿتب/ 22 قوبضُ/ یبظزّن ؾبل آثریع حَظُ هسیطیت پػٍّكٌبهِ

 
ؾجت  ،ّبي ثبٍض ػویكآهَظقی زض قجىِ هتساؾتفبزُ اظ ّویي 

قیَُ  (.4،12) قَزهی 1قًَسُهحَایجبز ذغبي گطازیبى 
اثتسا  وِ ػویك ثِ ایي صَضت اؾت ثبٍضّبي جىِآهَظـ زض ق

 ؾپؽ، ثیٌساٍلیي هبقیي ثَلتعهي هحسٍز قسُ آهَظـ هی
زٍهیي هبقیي  يًمف لایِ لبثل هكبّسُ آى، 2پٌْبى يلایِ

وٌس ٍ آهَظـ زٍهیي هبقیي قسُ ضا ایفب هی ثَلتعهي هحسٍز
اٍل ثَلتعهي قسُ ثب اؾتفبزُ اظ ذطٍجی هبقیي  ثَلتعهي هحسٍز

 ّبي هسلایي ضًٍس تب آهَظـ ته ته لایِ .گیطزضت هیصَ
 (. 16)یبثس تساٍم هی

   
 

 
 
 
 
 
 
 
 
 
 
 
 

 

 (22)ي ثبٍض ػویك ؾبذتبض قجىِ -1ل قى
Figure 1. The structure of the deep belief network (22) 

 
 ّای هَسد اػتفادُاسصیاتی سٍؽ

آهبضي  يّبقبذص اظ ّبي هرتلفهسلهٌظَض همبیؿـِ ثِ   
ثـطاي تؼییي ّوجؿتگی ثیي همبزیط  (r) ضطیت ّوجؿتگی

 هیبًگیي لسضهغلك ذغب ،قسُگیطيقسُ ٍ اًساظُثیٌیپیف
(MAE )ذَاًی هیبى هجوَػِ هیعاى ّنزازى ثـطاي ًكبى 

 RMSEٍ اظ  قسُؾبظيهسل ّبي همبزیط هكبّساتی ٍُزاز
قسُ اظ ثیٌیقسُ ثب همبزیط پیفگیطيثطاي همبیؿِ همبزیط اًساظُ

 .(33) اؾتفبزُ قس

(2)                                          
∑     
 
   

√∑    
 
   ∑    

 
   

 

 

(3)                                             
∑ (|     |)
 
   

 
 

 

(4  )                                      √
∑ (     )

  
   

 
 

  
 -پٌوي -ٍ تؼطق ثِ ضٍـ فبئَتجریط    زض ایي ضٍاثظ:  

ضطیت   ؛قسُ ثِ ّط ضٍـتجریط ٍ تؼطق هحبؾجِ   ؛ هبًتیث
یي قبذص ثِ یه ًعزیىتط ثبقس ّوجؿتگی وِ ّط چِ ا

 ٍ     ٍ ثبقسهی زٌّسُ ّوجؿتگی ثبلاي هسلًكبى
RMSE ضیكِ هیبًگیي  ٍذغب  لسضهغلك هیبًگیيتطتیت ِث

وِ ّطچِ ایي قبذص ثِ صفط ًعزیىتط ثبقس  هطثؼبت ذغب
 .ثبقس زٌّسُ اًحطاف ووتط ٍ زلت ثبلاتط هسل هیًكبى

 
 ًتایح ٍ تحث

-پٌوي-فبئَضٍـ  ثبتؼطق هطجغ -جریطثب هحبؾجِ همبزیط ت   
ػٌَاى همبزیط ّسف زض ثِ مبزیطایي ه گطفتيٍ زض ًظط هبًتیث
یبفتِ، جٌگل تصبزفی ٍ ّبي ذغی تؼوینهسلقجىِ  ،آهَظـ

 قس.ایجبز ٍ ػولىطز آًْب ثطضؾی یبزگیطي ػویك 

ّبي پیكٌْبزي ثطاي اًتربة ًتبیج پبضاهتطّبي آهبضي هسل   
ًتبیج ولی اضظیبثی  ( اضائِ قسُ اؾت.3ثْتطیي الگَ زض جسٍل )

یبفتِ، جٌگل تصبزفی ٍ ذغی تؼوین يّبحبصل اظ هسل
 ،قسُّبي آهبضي هحبؾجِّوچٌیي قبذصیبزگیطي ػویك ٍ 

 ؾبظيزض قجیِّبي َّقوٌس زٌّسُ تَاًبیی ایي هسلًكبى
ثطضؾی  اؾت. هَضز هغبلؼِهٌغمِ تؼطق ضٍظاًِ -جریطت هیعاى

یبفتِ، جٌگل تصبزفی ٍ یبزگیطي ّبي ذغی تؼوینهسلهمبیؿِ 
ثطاي  یتَاى یه الگَي هكرصهیّس وِ زًكبى هیػویك 

-جریطثب زلت هٌبؾت ثطاي ثطآٍضز تضا  ظاثل هیٌَپتیؾ ؿتگبُیا
الگَي  ،تؼطق پتبًؿیل ضٍظاًِ هؼطفی ًوَز ٍ ثبیس ثطاي ّط هسل

ّبي یه هسل یبزگیطي . هْوتطیي چبلفضا هؼطفی وطز ثطتط
هبقیي، اًتربة ثْتطیي الگَضیتن هوىي، اًتربة هتغیطّبي 

ّبي ٍضٍزي ثَزى هجوَػِ زازٍُ زض زؾتطؼ گط هٌبؾتًكبً
 (. 14اؾت )

 ایي ذطٍجیفَق،  ّبيپؽ اظ عطاحی اجعاي هرتلف هسل   
قسُ هَضز شوطآهبضي ّبي ّب زضیبفت قس ٍ ثب قبذصهسل

( زیسُ 3) زض جسٍل ّبًتبیج ّط یه اظ هسل. اضظیبثی لطاض گطفت
هتغیطّبي ، تطویت هسل هٌبؾتثْتطیي تؼییي  قَز. ثبهی

 M1ٍ الگَّبي یبفتِ ثطضؾی قس ذغی تؼوینهتفبٍت زض هسل 
ٍM3  ثب  ثبلاتطیي ضطیت ّوجؿتگیR=0.95   ووتطیي ٍ

ػٌَاى ثْتطیي الگَّب اًتربة قسًس ، ثRMSE=1.712ِذغب 
 (. 3 جسٍل)

زض هسل جٌگل تصبزفی ثب الگَّبي هرتلف، ثْتطیي تطویت،    
وثط، ضعَثت هیبًگیي، ثب هتغیطّبي زهبي حساM10 الگَي 

ؾطػت ثبز ٍ تجریط اظ تكت ثَز وِ ثب ثیكتطیي ضطیت 
  RMSE=1.073ٍ ووتطیي ذغبي R=0.981 ّوجؿتگی 

ػٌَاى ثْتطیي الگَ زض ایي هسل ثطگعیسُ قس. ّوچٌیي زض ثِ
زض حس  M8 ،M3 ٍM1تطتیت الگَّبي ّبي ثؼسي ثِضتجِ

بهل زهبي تطتیت قلبثل لجَل ثَزًس. هْوتطیي پبضاهتطّب ثِ

1- Vanishing radient                                                                                                                                                        2- Visible Layer 

 [
 D

O
I:

 1
0.

52
54

7/
jw

m
r.

11
.2

2.
21

0 
] 

 [
 D

O
R

: 2
0.

10
01

.1
.2

25
16

17
4.

13
99

.1
1.

22
.1

5.
1 

] 
 [

 D
ow

nl
oa

de
d 

fr
om

 jw
m

r.
sa

nr
u.

ac
.ir

 o
n 

20
26

-0
2-

03
 ]

 

                             4 / 10

http://dx.doi.org/10.52547/jwmr.11.22.210
https://dor.isc.ac/dor/20.1001.1.22516174.1399.11.22.15.1
http://jwmr.sanru.ac.ir/article-1-1000-en.html


 214......................................................... ................ زضایؿتگبُ ؾیٌَپتیه ظاثلتؼطق گیبُ هطجغ -تجریطزض ثطآٍضز  GLM، RF ٍDLّبي همبیؿِ ػولىطز هسل

هیبًگیي، زهبي حساوثط، ؾطػت ثبز، زهبي هیبًگیي ٍ تجریط اظ 
 تكت ثَزًس.

ّبي هرتلف یبزگیطي هبقیي ( ثب ثطضؾی الگَضیتن14گطاًبتب )   
ثٌسي ، ضٍـ زؾتM5Pِّبي زضذت تصوین قبهل الگَضیتن

(bagging ضٍـ جٌگل تصبزفی ٍ ضٍـ ضگطؾیَى ثطزاض ،)
( ٍ Support Vector Regresssion, SVRپكتیجبًی )

ّوچٌیي الگَّبي هرتلف هتغیطّبي َّاقٌبؾی ٍ همبیؿِ آًْب 
زض هٌغمِ اي ثب اللین هطعَة،  هبًتیث-پٌوي-فبئَثب ضٍـ 

تؼطق -جریطتاؾتفبزُ اظ ضٍـ جٌگل تصبزفی ضا ثطاي ثطآٍضز 
تط ثب ثرف زاًؿت. ایي هسل ثطاي الگَّبي ؾبزُضضبیت

ًٌس الگَي قبهل تكؼكغ هتغیطّبي َّاقٌبؾی اًسن هب

ذَضقیسي ذبلص، ؾطػت ثبز، زهبي هیبًگیي ٍ ضعَثت ًؿجی 
هیبًگیي، ٍ ّوچٌیي الگَي تكؼكغ ذَضقیسي ذبلص، ضعَثت 

ّب ًؿجی هیبًگیي ٍ زهبي هیبًگیي ًتبیج ثْتط اظ ؾبیط ضٍـ
 اضائِ زاز. 

اي ذكه زض چیي ًكبى ( ثطاي هٌغم9ِفٌگ ٍ ّوىبضاى )   
ّبي ػصجی بزفی ٍ ضٍـ قجىِزاز وِ ضٍـ جٌگل تص

 Generalized Regression Neuralیبفتِ )ضگطؾیًَی تؼوین

Networks, GRNN تؼطق -جریطت(، ًتبیج هٌبؾجی زض ترویي
تط ضٍظاًِ زاقتٌس ٍ ًتبیج ضٍـ جٌگل تصبزفی اًسوی هٌبؾت

ثَز. 

 
 ِزض ایؿتگبُ هَضز هغبلؼ ّبي اًتربثییج آًبلیع هسلبًت -3 جسٍل

Table 3. Results of analysis of selected models at the studied station 
 Generalized Linear Model Deep Learming Random Forest ؾٌبضیَ

قبذص 
 آهبضي

RMSE Absolute 
Error 

Squred 
Correlation RMSE Absolute 

Error 
Squred 

Correlation RMSE Absolute 
Error 

Squred 
Correlation 

M1 712/1 342/1 95/0 557/0 422/0 996/0 187/1 839/0 971/0 

M2 751/1 36/1 948/0 634/0 462/0 994/0 292/1 923/0 972/0 

M3 712/1 342/1 95/0 557/0 422/0 996/0 187/1 839/0 977/0 

M4 274/2 644/1 912/0 003/2 326/1 932/0 075/2 392/1 927/0 

M5 715/1 345/1 95/0 517/0 399/0 996/0 195/1 845/0 976/0 

M6 794/1 402/1 945/0 58/0 402/0 994/0 259/1 884/0 974/0 

M7 794/1 401/1 945/0 628/0 463/0 994/0 249/1 874/0 974/0 

M8 815/1 414/1 944/0 599/0 444/0 994/0 082/1 80/0 981/0 

M9 977/1 508/1 933/0 891/0 607/0 987/0 124/1 827/0 979/0 

M10 803/1 405/1 945/0 605/0 467/0 994/0 073/1 80/0 981/0 

M11 446/2 811/1 898/0 215/2 477/1 918/0 267/2 594/1 912/0 

M12 987/1 589/1 933/0 282/1 009/1 973/0 449/1 106/1 965/0 

M13 212/2 831/1 917/0 347/1 04/1 969/0 446/1 113/1 964/0 

M14 735/3 993/2 763/0 486/3 656/2 794/0 522/3 67/2 788/0 

M15 418/5 302/4 501/0 382/5 213/4 506/0 408/5 29/4 503/0 

M16 2/3 414/2 825/0 098/3 298/2 837/0 125/3 33/2 833/0 

M17 183/3 532/2 825/0 629/2 917/1 884/0 671/2 94/1 879/0 

M18 09/5 945/3 559/0 108/4 131/3 716/0 927/3 97/2 737/0 

M19 571/2 912/1 888/0 461/2 742/1 897/0 505/2 82/1 893/0 

M20 376/3 677/2 806/0 74/2 033/2 875/0 737/2 96/1 872/0 

M21 074/3 418/2 839/0 553/2 826/1 889/0 603/2 85/1 884/0 

M22 4/2 956/1 902/0 604/1 236/1 956/0 647/1 27/1 954/0 

M23 212/2 831/1 917/0 347/1 04/1 969/0 446/1 11/1 964/0 

M24 465/6 564/5 289/0 681/5 54/4 453/0 644/5 45/4 456/0 

M25 222/3 612/2 812/0 857/2 065/2 862/0 901/2 11/2 856/0 

 
هحبؾجبتی ضا ثب تؼطق -جریطت( همساض 20جبثلَى ٍ ؾبلی )   

ّبي َّاقٌبؾی اؾتفبزُ اظ زٍ هجوَػِ هحسٍز ٍ وبهل اظ زازُ
زض تًَؽ همبیؿِ وطزًس ٍ تفبٍت ثیي ًتبیج آًْب ثطاي هٌبعك 

( ًكبى زازًس وِ 10هَضز هغبلؼِ اًسن ثَز. فطیطا ٍ ّوىبضاى )
ّبي قجىِ ّبي ٍضٍزي ثطاي هسلزض ظهبى هحسٍزیت زازُ

 تَاى اظ ضٍـ اؾتفبزُ اظ هی SVMػصجی هصٌَػی ٍ 
ًیع ( ٍ previous days strategy) ّبي ضٍظّبي لجلزازُ

 گیطي ًوَز.ثْطُ (clusteringضٍـ ولاؾتطیٌگ )
 ثب ووتطیي   M5الگَي الگَي یبزگیطي ػویكزض هسل    

 ٍ 399/0ذغبي هغلك  ٍ( 517/0)ذغب  هیبًگیي هطثؼبت
ػٌَاى ثْتطیي الگَي زض ثِ 996/0 تطیي ضطیت ّوجؿتگیكثی

اض ًوَز اًتربة قس.زض هٌغمِ هَضز هغبلؼِ  ّبي هصوَضهسل

گی همبزیط ثطآٍضزُ قسُ زض ی پطاوٌسزیبگطام پطاوٌف یب هٌحٌ
( 2قىل ) زض M3 ؾٌبضیَيثطاثط همبزیط هكبّساتی ثط اؾبؼ 

عَض وِ ًتبیج ًكبى زازًس ّوجؿتگی ّوبى .ضزُ قسُ اؾتٍآ
 ّب ٍ ضٍـ قسُ اظ ایي هسلثطآٍضز تجریط ٍ تؼطقثیي  ییثبلا
ظ ایي هسل تَاى اهبًتیث ٍجَز زاضز ٍ هی-پٌوي -فبئَ

تجریط ٍ تؼطق ضٍظاًِ زض ظهبًی وِ زازُهحبؾجبتی ثطاي ثطآٍضز 
 . ًىتِاؾتفبزُ ًوَز ،ّبي هحسٍزتطي زض زؾتطؼ هی ثبقٌس

ثحث ظهبى هَضز ّبي هصوَض، ثب هسلؾبظي زیگط زض ثحث هسل
یبز قسُ اؾت. ّبي ؾبظي زض هسلًیبظ ثطاي هحبؾجبت قجیِ

 GLM ،DL  ٍRFّبيهسلّب هثلاً زض عَضي وِ ایي ظهبىثِ
ثبًیِ ثَز  26زلیمِ ٍ  3ثبًیِ ٍ  13ثبًیِ،  7زلیمِ ٍ  2تطتیت ثِ

ّبي وِ ظهبى اجطاي هسل یبزگیطي ػویك اظ ّوِ هسل
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جَیی زض لحبػ صطفِایي هَضَع ثِ ٍپیكٌْبزي ووتط ثَزًس 

 ثؿیبض هْن اؾت وِ هغبلؼبتظهبى هحبؾجبت ثطاي وبضثط 
 .ثبقسَاُ ثط ایي هَضَع هیًیع گ( 21) ٍ ّوىبضاى وؿىیي

 تحلیل حؼاػیت
ّسف اظ تحلیل حؿبؾیت زض ایي پػٍّف قٌبؾبیی ٍ تؼییي    

ّبي ٍضٍزي ثط زضجِ اّویت ّط یه اظ پبضاهتطّب زض ؾطي زازُ
هٌظَض آًبلیع حؿبؾیت زض ػولىطز زیٌبهیىی ؾیؿتن اؾت. ثِ

 ّط ؾطي زازُ ٍضٍزي یه پبضاهتط حصف ٍ هسل ثب ّوبى 
ؾطي آهَظـ، تؿت، اجطا ٍ همبزیط ضطیت ّبي زازُ

ذغب تؼییي گطزیس. ثب حصف ّط پبضاهتط ّطچِ  ّوجؿتگی ٍ
گط تبثیط ثیكتط آى ذغبي هسل افعایف ثیكتطي ًكبى زّس ثیبى

 ثبقس.ؾبظي هیپبضاهتط ثط فطایٌس قجیِ
( GLMیبفتِ )ًتبیج ًكبى زاز زض هسل ذغی تؼوین   

 طتیت زهبي هبوعیون،تهْوتطیي پبضاهتطّبي َّاقٌبؾی ثِ
تكت اؾت  ، تجریطاظ تكت ٍ تبثفؾطػت ثبز، زهبي هیبًگیي

تطتیت گصاض ثِ( پبضاهتطّبي تبثیطRFٍ زض هسل جٌگل تصبزفی )
زهبي حسالل ٍ  زهبي هیبًگیي، زهبي هبوعیون، ؾطػت ثبز،

( DL) هسل یبزگیطي ػویك ًْبیت زض زض تجریط اظ تكت ٍ
، ؾطػت ثبز، زهبي زهبیبًگیي تطتیت ههْوتطیي پبضاهتطّب ثِ

 حساوثط ٍ زهبي حسالل اًتربة قسًس.
آهسُ اظ تحلیل ضگطؾیًَی ثب ثطضؾی زؾتتحلیل ًتبیج ثِ   

ثیكتطیي  وِ گطزیس تؼطق هطجغ هكرص-تجریط همساض فصلی
 اتفبق ثْبض ٍ تبثؿتبى فصَل زض تؼطق ٍ تجریط هیعاى افعایف

ّبي زض هسل بىظهؿت پبییع ٍ زض ًیع آى ووتطیي ٍ افتبزُ
 یبفتِ ثَزُهسل ذغی تؼوین ، جٌگل تصبزفی ٍیبزگیطي ػویك

 عییٍ تؼطق زض فصَل تبثؿتبى ٍ پب طیتجر طاتییضًٍس تغ اؾت.
ثَزُ اؾت.  یكیٍ زض فصل ثْبض ٍ ظهؿتبى افعا یوبّك
زض فصَل  تیتطتٍ تؼطق ثِ طیتجر طیهمبز يیكتطیث يیّوچٌ

، 12/478 ،3/684 طیبزظهؿتبى ثب هم ٍ عییپب ،تبثؿتبى، ثْبض
 (. 4)جسٍل خ زازُ اؾت ض وتطیلیه 85/170 ٍ 70/263

تؼطق  -تجریطتَاى ًتیجِ گطفت وِ ضًٍس افعایكی هی ّوچٌیي
هؼلَل افعایف زضجِ حطاضت ثِ تؼساز ؾبػت آفتبثی اظ هطجغ 

 ػلت وبّف ثبضًسگی یه عطف ٍ وبّف ضعَثت ًؿجی َّا ثِ
 

ضي ثیكتط تغییط اللین ثط تَاى ػلت ضا تأثیطگصا اؾت وِ هی
ّبي فصل ؾطز ؾبل زاًؿت.  ّبي گطم ؾبل ًؿجت ثِ هبُ هبُ

 ثٌسي ٍ سیطیت وبضآهس هٌبثغ آة زض اٍلَیتثٌبثطایي ه
بي هسیطیتی هٌبثغ آة، هغبلؼبت ّضیعي زلیك زض عطحثطًبهِ

ّبي ّبي آثیبضي ٍ ظّىكی ٍ ؾبظُوكبٍضظي، عطاحی قجىِ
ذكه هٌغمِ ذكه ٍ ًیوِ یػُ ثب تَجِ ثِ هبّیتٍآثی ثِ

 .ضؾسضطٍضي ثِ ًظط هی
ػٌَاى هْوتطیي پبضاهتط ، زضهجوَع پبضاهتط زهب ثِثٌبثطایي   

زؾت آهس. ثٌبثطایي قسُ ثِهَثط ثطاي ّط ؾِ هسل ثطضؾی
تَاًس ثِ افعایف زلت ّبي زهب، هیافعایف زلت ٍ صحت زازُ

هغبلؼِ ( ثب 25قسُ ووه وٌس. لَ ٍ ّوىبضاى )ّبي اؾتفبزُهسل
تَؾظ  تؼطق-جریطتپبضاهتطّبي هرتلف َّاقٌبؾی زض ترویي 

ثط ِ ػصجی هصٌَػی ًتبیج هكبثْی هجٌیّبي قجىهسل
قسُ ضا ثیٌیّبي زهب ثط زلت ًتبیج پیفاّویت صحت زازُ

ّبیی وِ ثط اؾبؼ زهب گعاضـ وطزًس. اظ عطف زیگط، هسل
ّبي یؿتگبُگیطي ایي پبضاهتط زض ثیكتط اػلت اًساظُّؿتٌس، ثِ

 قوبض ّبیی ثب اّویت ٍ همجَلیت ثیكتط ثَِّاقٌبؾی، هسل
(، گعاضـ زازًس وِ 35(. تطائَضُ ٍ ّوىبضاى )26،27آیٌس )هی

تَاًس ػولىطز هسل قجىِ ػصجی هصٌَػی ثط پبیِ زهب هی
ثْتطي ًؿجت ثِ ضٍـ تجطثی ّبضگطیَظ زاقتِ ثبقس. ّوچٌیي 

( ًكبى زاز وِ 15جَ ٍ آذًَس ػلی )ًتبیج پػٍّف حمیمت
زقت ؾیؿتبى ضا تؼطق -جریطتثط زهبي َّا، ّبي هجتٌیضٍـ

هَضز ّب زض ایؿتگبُ ثطضؾی ًتبیج هسلوٌس. ثْتط ثطآٍضز هی
ػٌَاى ثْتطیي هسل یبزگیطي ػویك ثًِكبى زاز وِ هغبلؼِ 

ؾٌبضیَي ثبقس ٍ ّوچٌیي ّبي اًتربثی هیهسل زض ثیي هسل
M5 تطیي ضطیت ّوجؿتگیثب ثبلا یبزگیطي ػویك هسل زض 

ػٌَاى ( ث517/0ِي هیبًگیي هطثؼبت ذغب )( ٍ ووتطی996/0)
ؾٌبضیَي ثطتط اًتربة قس. ثٌبثطایي ایي تحمیك هسل یبزگیطي 

پیكٌْبز  ظاثلػویك ضا ثطاي ثطآٍضز تجریط ٍ تؼطق زض هٌغمِ 
ضیعي تَاى جْت ثطًبهًِوبیس. اظ ًتبیج پػٍّف حبضط هیهی

ّبي آثیبضي ٍ ظّىكی ٍ یعي قجىِضهٌبثغ آثی ٍ ثطًبهِ
 .هَضز هغبلؼِ اؾتفبزُ ًوَز هٌغمِزض اؾتفبزُ ثْیٌِ آة 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

ّبي هرتلفثیٌی قسُ ٍ هكبّسُ قسُ تجریط ٍ تؼطق ثب اؾتفبزُ اظ هسلهمبزیط پیف -2قىل    
Figure 2. Simulated and observed values of evapotranspiration using different models  
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 های مختلف مورد مطالعهنتایج آنالیز حساسیت مذل -3شکل

Figure 3. Sensitivity analysis of the various models studied 

 
 ًتبیج آًبلیع فصلی هسل ّبي اًتربثی زض ایؿتگبُ هَضز هغبلؼِ -3جسٍل

Table 3. Results of seasonal analysis of selected models at the station under study 

 Generalized Linear Model Deep Learming Random Forest ؾٌبضیَ

 RMSE Absolute فصَل
Error 

Squred 
Correlation RMSE Absolute 

Error 
Squred 

Correlation RMSE Absolute 
Error 

Squred 
Correlation 

 0/999 54/31 32/31 0/995 872/5 904/6 0/990 738/17 167/23 پبییع

 996/0 893/12 293/11 995/0 191/9 872/10 961/0 553/23 59/27 ظهؿتبى

 997/0 798/11 999/10 997/0 618/6 203/8 993/0 001/32 319/36 ثْبض

 0/995 798/9 396/10 0/997 635/6 921/7 0/967 635/31 863/36 تبثؿتبى

 
 

 
 ّبي هرتلفتؼطق فصلی ثب اؾتفبزُ اظ هسل هكبّسُ قسُ تجریط ٍ ٍ همبزیط پیف ثیٌی قسُ -4قىل

Figure 4. Predicted and observed values of seasonal evapotranspiration using different models 
 

 
 
 

RF GLM 

DL 

 [
 D

O
I:

 1
0.

52
54

7/
jw

m
r.

11
.2

2.
21

0 
] 

 [
 D

O
R

: 2
0.

10
01

.1
.2

25
16

17
4.

13
99

.1
1.

22
.1

5.
1 

] 
 [

 D
ow

nl
oa

de
d 

fr
om

 jw
m

r.
sa

nr
u.

ac
.ir

 o
n 

20
26

-0
2-

03
 ]

 

                             7 / 10

http://dx.doi.org/10.52547/jwmr.11.22.210
https://dor.isc.ac/dor/20.1001.1.22516174.1399.11.22.15.1
http://jwmr.sanru.ac.ir/article-1-1000-en.html


 217............. ...................................................................................................... 1399 ىپبییع ٍ ظهؿتب/ 22 قوبضُ/ یبظزّن ؾبل آثریع حَظُ هسیطیت پػٍّكٌبهِ

 
 هٌاتع

1. Allen, R.G., J.L. Jensen, J.L. Wright and R.D. Burman. 1989. Operational estimate of 
evapotranspiration. Agronomy Journal, 81: 650-662. 

2. Arel, I., D.C. Rose and T.P. Karnowski. 2010. Deep machine learning-a new frontier in artificial 
intelligenceresearch [research frontier]. IEEE Computational Intelligence Magazine, 5(4):13-18. 

3. Babamiri, O., Y. Dinpashoh and E. Asadi. 2014. Calibration and evaluation of seven radiation- based 
reference crop evapotranspiration method at Urmia lake basin. Water and Soil Science, 23: 143-158 
(In Persian). 

4. Bengio Y. 2009. Learning Deep Architectures for Artificial Intelligence. Foundations and Trends in 
Machine Learning, 2(1): 1-127. 

5. Breiman, L. 2001. Application and analysis of random forests and machine learning. Journal of 
Water Management, 15(1): 5-32.  

6. Chandler, R.E. and H.S. Wheater. 2002. Analysis of rainfall variability using generalized linear 
models: a case study from the west of Ireland. Water Resources Research, 38(10): 10-1. 

7. Dalto, M., J. Matuško and M. Vašak. 2015. Deep neural networks for ultra-short-term wind 
forecasting. In 2015 IEEE International Conference on Industrial Technology (ICIT). IEEE, 1657-
1663. 

8. Diamantopoulou, M.J., P.E. Georgiou and D.M. Papamichial. 2010. Performance evaluation of 
artificial neural networks in estimating reference evapotranspiration with minimal meteorological 
data. Global nest Journal, 13.1 (2011): 18-27. 

9. Feng, Y., N. Cui, D. Gong, Q. Zhang and L. Zhao. 2017. Evaluation of random forests and 
generalized regression neural networks for daily reference evapotranspiration modelling. Agricultural 
Water Management, 193: 163-173. 

10. Ferreira, L.B., F.F. da Cunha, R.A. de Oliveira and E.I. Fernandes Filho. 2019. Estimation of 
reference evapotranspiration in Brazil with limited meteorological data using ANN and SVM-a new 
approach. Journal of Hydrology, 572: 556-570. 

11. Ghahreman, N. and A. Gharekhani. 2012. Evaluation stochastic time series models in pan 
evaporation estimating (case study Shiraz station). Journal of Water Research in Agriculture, 25(1): 
75-81 (In Persian). 

12. Glorot, X. and Y. Bengio. 2010. Understanding the difficulty of training deep feedforward neural 
networks. Proceedings of Machine Learning Research, 9: 249-256. 

13. Goodfellow, I., Y. Bengio and A. Courville. 2016. Deep learning. 802 pp. 
www.deeplearningbook.org. 

14. Granata, F. 2019. Evapotranspiration evaluation models based on machine learning algorithms-A 
comparative study. Agricultural Water Management, 217: 303-315. 

15. Haghighatjou, P. and A.M. AkhondAli. 2008. Computation of evapotranspiration of Sistan plain 
based on solar data. Second National Conference on Management of Irrigation and Drainage 
Networks. Ahvaz, Iran. (In Persian). 

16. Hinton, G.E., S. Osindero and Y.W. The. 2006. A fast learning algorithm for deep belief nets. Neural 
Computation, 18(7): 1527-1554.  

17. Hu, Q., R. Zhang and Y. Zhou. 2016. Transfer learning for short-term wind speed prediction with 
deep neural networks. Renewable Energy, 85: 83-95. 

18. Hulme, M.Z., C. Zhao and T. Jiang. 1994. Recent and future climate change in East Asia. 
International Journal of Climatology, 14: 637-658. 

19. Jabloun, M. and A. Sahli. 2008. Evaluation of FAO-56 methodology for estimating reference 
evapotranspiration using limited climatic data: application to Tunisia. Agricultural Water 
Management, 95: 707-715. 

20. Jain, S., P. Nayak and K. Sudheer. 2008. Models for estimating evapotranspiration using artificial 
neural networks, and their physical interpretation. Hydrological Processes: An International Journal, 
22(13): 2225-2234. 

21. Keskin, M.E., O. Terzi, E.D. Taylan and D.K. Ücukyaman. 2009. Meteorological drought analysis 
using data-driven models for the lakes district, Turkey. Hydrolgical Sciences Journal, 54(6): 1114-
1124. 

22. Keyvanrad, M.A. and M.M. Homayounpour. 2015. Deep Belief Network Training Improvement 
Using EliteSamples Minimizing Free Energy. International Journal of Pattern Recognition and 
Artificial Intelligence, 29(5): 155-166. 

23. Kişi, Ö. 2009. Modeling monthly evaporation using two different neural computing techniques. 
Irrigation Science, 27(5): 417-430. 

24. Liu, J.N. 2014. Deep Neural Network Based Feature Representation for Weather Forecasting. In 
Proceedings on the International Conference on Artificial Intelligence (ICAI). The Steering 
Committee of the World Congress in Computer Science, Computer Engineering and Applied 
Computing (World Comp). 

 [
 D

O
I:

 1
0.

52
54

7/
jw

m
r.

11
.2

2.
21

0 
] 

 [
 D

O
R

: 2
0.

10
01

.1
.2

25
16

17
4.

13
99

.1
1.

22
.1

5.
1 

] 
 [

 D
ow

nl
oa

de
d 

fr
om

 jw
m

r.
sa

nr
u.

ac
.ir

 o
n 

20
26

-0
2-

03
 ]

 

                             8 / 10

http://www.deeplearningbook.org/
http://dx.doi.org/10.52547/jwmr.11.22.210
https://dor.isc.ac/dor/20.1001.1.22516174.1399.11.22.15.1
http://jwmr.sanru.ac.ir/article-1-1000-en.html


 218......................................................... ................ زضایؿتگبُ ؾیٌَپتیه ظاثلتؼطق گیبُ هطجغ -تجریطزض ثطآٍضز  GLM، RF ٍDLّبي همبیؿِ ػولىطز هسل

25. Luo, Y., S. Traore, X. Lyu, W. Wang, Y. Wang, Y. Xie, X. Jiao and G. Fipps. 2015. Medium range 
daily reference evapotranspiration forecasting by using ANN and public weather forecasts. Water 
Resources Management, 29(10): 3863-3876. 

26. Mattar, M.A., A.A. Alazba, B. Alblewi, B. Gharabaghi and M.A. Yassin. 2016. Evaluating and 
calibrating reference evapotranspiration models using water balance under hyper-arid environment. 
Water Resources Management, 30: 3745-3767. 

27. Mendicino, G. and A. Senatore. 2013. Regionalization of the Hargreaves coefficient for the 
assessment of distributed reference evapotranspiration in Southern Italy. Journal of Irrigation and 
Drainage Engineering, 139: 349-362. 

28. Nykodym, T., T. Kraljevic, N. Hussami, A. Rao and A. Wang. 2016. Generalized linear modeling 
with h2o .Published by H2O. ai Inc. 

29. O’Brien, R. and H. Ishwaran. 2019. A random forests quantile classifier for class imbalanced 
data. Pattern recognition, 90: 232-249. 

30. Palmer, T., F. Doblas-Reyes, R. Hagedorn and A. Weisheimer. 2005. Probabilistic prediction of 
climate using multi-model ensembles: from basics to applications. Philosophical Transactions of the 
Royal Society B: Biological Sciences 360(1463): 1991-1998. 

31. Pregibon, D. and T.J. Hastie. 2017. Generalized linear models. In Statistical Models in S; Momirovic, 
K., Mildner, V., Eds. Routledge: London, UK, 195-247. 

32. Saggi, M.K. and S. Jain. 2019. Reference evapotranspiration estimation and modeling of the Punjab 
Northern India using deep learning. Computers and Electronics in Agriculture, 156: 387-398. 

33. Silva, D., F. Meza and E. Varas. 2010. Estimating reference evapotranspiration (ETO)using 
numerical weather forecast data in central Chile. Journal Hydrol, 382(14): 64-71. 

34. Tian, D. and C.G. Martinez. 2012. Forecasting reference evapotranspiration using retro-spective 
forecast analogs in the South-eastern United States. Journal Hydrometeorol, 1(3): 1874-1892. 

35. Traore, S., Y.M. Wang and T. Kerh. 2010. Artificial neural network for modeling reference 
evapotranspiration complex process in Sudano-Sahelian zone. Water Resources Management, 97(5): 
707-714. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 [
 D

O
I:

 1
0.

52
54

7/
jw

m
r.

11
.2

2.
21

0 
] 

 [
 D

O
R

: 2
0.

10
01

.1
.2

25
16

17
4.

13
99

.1
1.

22
.1

5.
1 

] 
 [

 D
ow

nl
oa

de
d 

fr
om

 jw
m

r.
sa

nr
u.

ac
.ir

 o
n 

20
26

-0
2-

03
 ]

 

                             9 / 10

http://dx.doi.org/10.52547/jwmr.11.22.210
https://dor.isc.ac/dor/20.1001.1.22516174.1399.11.22.15.1
http://jwmr.sanru.ac.ir/article-1-1000-en.html


 217............. ...................................................................................................... 1399 ىپبییع ٍ ظهؿتب/ 22 قوبضُ/ یبظزّن ؾبل آثریع حَظُ هسیطیت پػٍّكٌبهِ

 

Comparison of Performance of GLM, RF and DL Models in Estimation of 

Reference Evapotranspiration in Zabol Synoptic Station 

 
Hadi Siasar

1
 and Tooraj Honar

2 
 

1- Assistant Professor, Faculty of Agriculture, Payame Noor University, Tehran, Iran 
 (Corresponding author: Hadisiasar@pnu.ac.ir) 

2- Associate Professor, Department of Water Science and Engineering, Faculty of Agriculture, Shiraz University, 
Shiraz, Iran 

Received: March 3, 2019             Accepted: May 26, 2020 

 
 
Abstract 
   Evapotranspiration is one of the most important components of the hydrology cycle for 
planning irrigation systems and assessing the impacts of climate change hydrology and correct 
determination is important for many studies such as hydrological balance of water, design of 
irrigation irrigation networks, simulation of crop yields, design, optimization of water resources, 
nonlinearity, inherent uncertainty, and the need for diverse climatic information in estimating 
evapotranspiration have been the reasons why researchers have used artificial intelligence-based 
approaches. In this study, to estimate accurately the daily reference evapotranspiration between 
2009-2018 in Zabol city, north of Sistan and Baluchestan province,  first was used a standard 
FAO-Penman-Montith method and Zabol synoptic station meteorological data- the ETo 
reference transpiration is calculated and then presented by various scenarios of meteorological 
parameters including: maximum, minimum and mean temperature, maximum, minimum and 
mean humidity, precipitation, sunshine, wind speed and evaporation as inputs for deep learning 
models, Random forest and generalized linear model were attempted on a daily time scale More 
accurately. In estimating daily evapotranspiration in these models, 25 scenarios were selected 
from meteorological data combination and FAO-Penman-Monteith method was used to evaluate 
the models. Among the investigated scenarios, the M5 scenario (maximum, minimum and mean 
temperature, maximum, minimum and mean humidity, wind speed, pan evaporation) for deep 
learning model with minimum error (0.517) and highest correlation coefficient (0.517). 0.996 
had the best performance among the above models. The deep learning model showed more 
accuracy and stability than other models. Hence, this study is recommended a deep learning 
model for estimating reference plant evapotranspiration in Sistan plain. 
 
Keywords: Deep Learning, Evapotranspiration, FAO-Penman-Monteith, Uncertainty 
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