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"مقاله پژوهشی"  

ینی بپیشدر  درخت تصمیمپشتیبان و  بردار ، ماشینمصنوعیشبکه عصبیمقایسه و کاربرد 
 شهرستان هیرمند( :موردی مطالعه)هیدرولیکی اشباع خاک  هدایت

 
 4جمشید پیریو  3محمود طباطبایی، 2حلیمه پیری، 1یمان بیژنا

 

 

 ارشد دانشگاه زابلکارشناسیوی جدانش -1
 (h_piri2880@uoz.ac.ir، )نویسنده مسوول: استادیار دانشگاه زابل -2
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 مبسوط چکیده
خاک نتایج  دم یکنواختیعزمایشی و آدلیل خطاهای گیر و پرهزینه بوده و گاهی اوقات بهگیری مستقیم هدایت هیدرولیکی خاک وقتاندازه :و هدف مقدمه

بینی هدایت منظور پیشحقیق حاضر به. تکردرد ودیافت خاک برآوبا استفاده از پارامترهای ز توانرا میباشد. این پارامتر بل اعتماد نمیابدست آمده چندان ق
  انجام گرفت. دهیرمن شهرستانهای درخت تصمیم، ماشین بردار پشتیبان و شبکه عصبی مصنوعی در هیدرولیکی اشباع خاک با استفاده از روش

ها، به آزمایشگاه انتقال داده آوری و برای انجام آزمایش و آنالیزجمع ی(مترسانتی 0 -30نمونه خاک از سطح ) 130برای این منظور، تعداد  ها:مواد و روش
گیری شد. اندازه کلسیمالکتریکی و کربناتآلی، اسیدیته، هدایت، مادهشن و سیلترس،  درصد، هدایت هیدرولیکی اشباع خاک. در آزمایشگاه پارامترهای شد

یت هیدرولیکی هدار پشتیبان و ماشین بردا عصبی مصنوعی رخت تصمیم، شبکههای دده و با استفاده از مدلگیری شاندازه سپس با استفاده از پارامترهای
 شد. خطای مطلق میانگین استفاده و ن مربعات خطامجذور میانگی، ها از معیارهای ضریب تبیینمنظور ارزیابی مدلبه .اشباع برآورد شد

گین مربعات خطا و خطای مطلق میانگین ( و کمترین مقدار میان83/0) با دارا بودن بالاترین ضریب تبیینمیم درخت تصمدل که  دادتایج نشان ن ها:یافته
ها با استفاده ساسیت دادهایج آنالیز حهمچنین نتباشد. بینی هدایت هیدرولیکی اشباع خاک در منطقه هیرمند می( بهترین مدل برای پیش0019/0و  0026/0)

ولیکی اشباع های موثر بر هدایت هیدرترتیب مهمترین فاکتورسیلت و اسیدیته به صنوعی نشان داد که درصد شن، درصد آهک، درصداز مدل شبکه عصبی م
 باشند.خاک در شهرستان هیرمند می

که  در شرایطید. باشیاک مخبینی هدایت هیدرولیکی اشباع های هوش مصنوعی در پیشانگر عملکرد بسیار مطلوب روشنتایج حاصل بی گیری:نتیجه

هیدرولیکی را  صنوعی، هدایتمهای هوش توان با استفاده از پارامترهای زودیافت خاک و روشپذیر نباشد، میگیری هدایت هیدرولیکی امکانامکان اندازه

 تخمین زد. 
 

، هوش مصنوعیهای زود یافت خاکویژگی، بار ثابت کلیدی: هایواژه
 

 مقدمه
های حاکم در محیط متخلخل خاک ن و پدیدهبرخی از قوانی   

های مختلف علوم خاک مورد تحلیل و بررسی که در شاخه
به خصوصیات این محیط دینامیک و پویا باز  ،گیردقرار می

توان به هدایت ترین خصوصیات خاک، میگردد. از مهممی
ساز حرکت های شبیهاشاره نمود. اکثر مدل اشباعهیدرولیکی 
های عنوان ورودیل املاح، این خصوصیات را بهآب و انتقا

نمایند. هدایت هیدرولیکی اشباع مورد نیاز خود دریافت می
های فیزیکی خاک است که در تعیین ترین ویژگییکی از مهم

ارزیابی جریان آب  ،هاسرعت نفوذ، فواصل و طراحی زهکش
زیرزمینی و دیگر فرآیندهای هیدرولوژیکی موثر است. 

 ینـتعی رمنظوبه کخا لیکیروهید یتاهد تعیین همچنین
. ستی اورضر بخیزآ یحوضههااز  جیوخر بناروا انزـمی
 مختلف یهاروش ع،شباا لیکیروهید یتاهد یگیرازهندا ایبر
 یهاروش که وجود دارندای عهرمزو  مایشگاهیآز
ای عهرمز یهاو روش ترندمناسب هشوپژ ایبر مایشگاهیآز

 دجووبا ند. رومی رکابه هکشیز یهاهوژپر ایبر تربیش
 لیکیروهید یتاهد یگیرازهندا ایبر که نیاوافر یهاشتلا

در  خطا دیجاا باعث که هستند ملیاعو دگیرمی منجاا عشباا
گیری مستقیم اندازه (.26شوند )می یژگیو ینا یگیرازهندا

طور معمول با صرف زمان و هدایت هیدرولیکی اشباع به

همراه است و از طرف دیگر این پارامتر دارای  هزینه زیاد
 تغییرات زمانی و مکانی قابل توجهی بوده و به روش 

گیری نیز بستگی دارد. لذا بایستی برای تخمین دقیق اندازه
 های مناسب، ساده و کمحلدنبال راهها بهاین نوع ویژگی
های تخمین همین منظور استفاده از روشهزینه بود. به

 هب میمستقریروش غ قیم مورد توجه قرار گرفته است.غیرمست
 یتوابع انتقالاستفاده از خاک،  افتیرید یهادست آوردن داده

دیریافت  اتیخصوص یکه توابع انتقال نیا لیدلبه (.5باشد )می
کنند، خاک را با استفاده از خصوصیات زودیافت آن برآورد می

اکثر توابع (. 34) شوندجویی در وقت و هزینه میباعث صرفه
های انتقالی برای تخمین خصوصیات هیدرولیکی خاک، از داده

ای خاک چون بافت خاک، جرم مخصوص ظاهری و یا پایه
های (. این توابع ویژگی11) کنندمیزان ماده آلی استفاده می

 (. اگرچه 1کنند )های دیریافت مربوط میزودیافت را به ویژگی
رای توسعه توابع انتقالی مانند های آماری متعارف بروش
های اخیر های رگرسیونی وجود دارد، اما در سالروش

 مصنوعی مانند سازی مبتنی بر هوشهای مدلتکنیک
خاطر قابلیت بالای به (ANN)مصنوعی های عصبیشبکه
عنوان های غیرخطی محبوبیت زیادی را بهبینی و ویژگیپیش

زی مسائل متنوع زیست سالدیک ابزار آماری مناسب در م
 ( برای 7فرزادمهر و همکاران ) .اندمحیطی توسعه یافته

 دانشگاه علوم کشاورزی و منابع طبیعی ساری
ت حوزه آبخیزپژوهشنامه مدیری  
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های درخت بینی هدایت هیدرولیکی اشباع خاک از مدلپیش
ها برای ه کردند. آندتصمیم و یادگیری بر پایه نمونه استفا

 یتاهد زیسالمدو  بینیپیشدر  مترهاراپاترین تعیین مهم
 استفاده کردند. ترکیب  گاما نوماز آز ع،شباا لیکیروهید

سازی هر دو دست آمد، برای مدلای که از آزمون گاما بهبهینه
 ،شن صددر یمترهاراپاروش استفاده شد. این ترکیب شامل 

 مجرو  لکتریکیا یتاهد ه،شوند خنثی ادمو صدرس، در ،سیلت
 مجر مترراپا درخت تصمیم لمد. دبو کخا یظاهر صمخصو
  متغیر ترینمهم انبهعنورا  کخا یظاهر صمخصو

 آوردبر ایبر خطی بطهرا سهو  دکر بنتخاا هکنند یبندستهد
 صمخصو مجر ارمقد به توجه با عشباا لیکیروهید یتاهد

 ( از مدل24عزیزی و همکاران )نوروزیان .دکر دیجاا یظاهر
مصنوعی برای برآورد هدایت  رگرسیون و شبکه عصبی

مازندران استفاه کردند. نتایج های هیدرولیکی اشباع خاک
با دو لایه ن وها نشان داد شبکه عصبی پرسپترمطالعه آن

مخفی روش کارآمدی برای تعیین هدایت هیدرولیکی اشباع 
سیوکی و همکاران با استفاده از خاشعیباشد. در منطقه می

مصنوعی  های شبکه عصبیهای زودیافت خاک و سیستمداده
بینی کردند و بیان ع خاک را پیشهدایت هیدرولیکی اشبا

بینی هدایت هیدرولیکی داشتند سیستم توانایی خوبی در پیش
 یهامدل (19) مونکادا و همکاران. (16) اشباع خاک دارد

 یتاهد تخمینو  کخا کیفیت یابیارز ایبررا  تصمیم ختدر
 دهستفاا لمعتدو  یگرمسیر کخادر دو  عشباا لیکیروهید
 بر وهعلا کخا یکیژفولورمو تصیاخصواز  هاآنند. دکر

 همشاهدو  نددکر دهستفاآن ا فیزیکیو  شیمیایی تخصوصیا
 سایر رکنادر  یکیژفولورموت خصوصیا دبررکا که نددکر

باعث بهبود تخمبن هدایت هیدرولیکی  کخا تخصوصیا
 .شودمی دیجاا تردهسا رساختا یک با ختیدرشود و اشباع می

ژن و ریزی بیانهای برنامهل( از مد2احمدی و همکاران )
 هیدرولیکی اشباع بینی هدایترگرسیون ریچ برای پیش

ها مطالعه آن جینتاشرقی استفاده کردند. های آذربایجانخاک
 انیب یزیربرنامه ارائه شده با روش ینشان داد که تابع انتقال

 یونینسبت به مدل رگرس یشتریاز دقت و صحت ب یژن
قابلیت ( 25قوشبلاغ و همکاران )نوروزی. باشدیبرخوردار م

 انتقال آبخوان دشت ملکان را با استفاده از شبکه عصبی
تصادفی برآورد کردند. بر  مصنوعی، منطق فازی و جنگل

های بررسی شده، مدل جنگل ها از بین مدلاساس نتایج آن
 سازی داشته است.تصادفی دقت و توانایی بیشتری در شبیه

 ( با استفاده از دو مدل منطق فازی و 12حسینی و صدقی )
 

کمک بافت مصنوعی پرسپترون چند لایه و بهشبکه عصبی
خاک هدایت هیدرولیکی اشباع خاک را برآورد کردند. نتیجه 

 فازی توانایی بالاتری برای مطالعه نشان داد مدل منطق
های ( از روش20زاده و همکاران )نجیببینی دارد. پیش

 مصنوعی در پشتیبان و شبکه عصبی رگرسیون بردار
سازی بارش رواناب حوزه آبریز سد صفارود استفاده مدل

مصنوعی و نتایج حاکی از عملکرد مناسب شبکه عصبیکردند. 
سازی بارش رواناب در حوزه مطالعاتی در مدلبردار پشتیبان 

( از هوش مصنوعی برای 13حسینی صومعه و همکاران )بود. 
دشت زاوه ترتب حیدریه زیرزمینی  سازی سطح آبمدل

ها نشان داد شبکه عصبی استفاده کردند. نتیجه مطالعه آن
بینی تراز سطح آب زیرزمینی مصنوعی توانایی بالایی در پیش

 رواناب رودخانه صوفی( 3) پور حسینی و دربندیدارد. آخونی
ماشین بردار پشتیبان و شبکه عصبی مصنوعی استفاده چای از 

نتیجه گرفتند ماشین برار پشتیبان کارایی بالاتری کردند و 
 نسبت به شبکه عصبی مصنوعی دارد.

 ز طور که ملاحظه شد در تحقیقات انجام شده اهمان   
بینی هدایت مصنوعی برای پیش های مختلف هوشروش

م نجاهیدرولیکی اشباع خاک استفاده شد. بیشتر تحقیقات ا
و  اندادهالی ظاهری انجام دشده برآورد را با بافت خاک و چگ

ده از روش درخت تصمیم و یا رگرسیون جهت برآورد استفا
ع شبااکردند. در این تحقیق هدف برآورد هدایت هیدرولیکی 

 های درخت تصمیم، شبکه عصبیخاک با استفاده از روش
های مصنوعی و ماشین بردار پشتیبان و به کمک داده

ت د مواد آلی، هدایزودیافت خاک همچون بافت خاک، درص
 باشد. الکتریکی و اسیدیته خاک می

 
 هامواد و روش

منطقه مورد مطالعه شهرستان هیرمند واقع در شمال استان   
مختصات شرقی ایران به سیستان و بلوچستان در جنوب

دقیقه  30درجه و  61دقیقه تا  45درجه و  61 جغرافیاییطول
ی دقیقه عرض درجه و س 31درجه تا  31طول شرقی و  

منطقه مطالعاتی دارای اقلیم گرم و خشک شمالی قرار دارد. 
متر و ارتفاع میلی 60بوده، میزان بارندگی آن در سال کمتر از 

 130برای انجام کار تعداد باشد. متر می 480آن از سطح دریا 
 بر اساس متری خاک سانتی 0-30نمونه خاک از عمق 

 برداشت شد. متر 1500×1500 ابعادبندی منظم با شبکه

برداری ( موقعیت منطقه مورد مطالعه و نقاط نمونه1شکل )
 دهد.شده را نشان می

 
 
 
 
 
 
 
 
 

 
 جمشید پیریو  محمود طباطبایی، حلیمه پیری، یمان بیژنا
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 برداریجغرافیایی منطقه مورد مطالعه در کشور، استان و شهرستان و نقاط نمونهموقعیت  -1شکل 
Figure 1. Geographical location of the study area in the country, province and city and sampling points 

 

در د. به آزمایشگاه منتقل گردیهای برداشت شده نمونه   
متری میلی 2خشک و سپس از الک ها هوانمونهآزمایشگاه 

اه بافت خاک به روش گدر آزمایش عبور داده شدند.
(، 20لک )ب -روش والکی(، مواد آلی به9هیدرومتری )

(، 1986نلسون، روش تیتراسیون با اسید )کلسیم بهکربنات
 سنجیکیهدایت الکتریکی با استفاده از دستگاه هدایت الکتر

(26)، pH با   خاکpH ( 29متر) شباع و هدایت هیدرولیکی ا
     گیری شد.اندازه روش بار ثابتبه

 هااستانداردسازی داده
 کاهش سرعت رت خام باعثصوها بهوارد کردن داده معمولا  

نین شرایطی و چب از اشود. برای اجتنو دقت شبکه می
وزش ها، قبل از آممنظور یکسان نمودن ارزش دادههمچنین به

وند. تی استاندارد شن بایسآ های ورودی بهشبکه عصبی، داده
و ( 30)گردد ها میاین کار مانع کوچک شدن بیش از حد وزن

ص های ورودی در یک محدوده خادهدر عین حال با تنظیم دا
زود  ها را در محدوده مطلوب قرار داده و از اشباعتوان نرونمی

لت عها جلوگیری نمود. همچنین این کار به این هنگام نرون
، تبدیل گردند 1و  0ها به اعدادی بین گیرد که دادهصورت می

ند باشمی 1و  0بع آستانه اعدادی ما بین ازیرا خروجی اکثر تو
 در یادگیری شبکه ن نقش مهمیآهای ورودی به و شکل داده

تفاده بطه زیر اساها از رکند. برای استاندارد کردن دادهایفا می
 (. 4شد )

Xn =
X−Xmean

Xmax−Xmin
                                                 (1)  

Xn: شده، معرف داده نرمالX: ای، هی مشاهدمعرف داده
Xmean ،Xmin  وXmax: های ترتیب معرف دادهبه
 باشند.میحداکثر و حداقل ای میانگین، مشاهده
 هابندی دادهتقسیم

مصنوعی جهت طراحی نیازمند سه های شبکه عصبیمدل     
باشند. از دسته داده آموزشی، اعتبارسنجی و آزمون می

ها و ین ورودیبطه بامنظور پیدا کردن رهای آموزشی بهداده

 های گردد. از دادهای، استفاده میهای مشاهدهخروجی
منظور کنترل و نظارت بر یادگیری صحیح سنجی بهصحت

بی اهای آزمون برای ارزیشود و از دادهشبکه استفاده می
شود. در این پژوهش عملکرد شبکه پیشنهادی استفاده می

 (M5) و مدل درخت تصمیم (ANN)برای مدل شبکه عصبی
ترتیب برای آموزش، ها، بهدرصد کل داده 20و  20، 60

 اعتبارسنجی و آزمون مدل و برای مدل ماشین بردار پشتیبان
(SVM) 60  ترتیب برای آموزش و ها بهدرصد کل داده 40و

 آزمون مدل اختصاص یافت.
 (ANN) عصبی مصنوعی شبکه  

وزش منظور طراحی و آمبههای عصبی مصنوعی شبکه   
باشند تا با های ورودی و خروجی میسری دادهنیازمند یک

عنوان نمونه ها بهتجزیه و تحلیل منطقی که بین این داده
ها را استخراج نموده نآخطی غیر روابطگیرد، بتواند صورت می
. در دهدبه انجام اسازی را برای موارد احتمالی مشو کار شبیه

، pHخاک شامل )بافت، این تحقیق پارامترهای زودیافت 
ECهای مدل وعنوان ورودیآلی( به، درصدآهک وماده 

عنوان خروجی در نظر گرفته هدایت هیدرولیکی اشباع خاک به
پرسپترون چند  ی عصبی، شبکهمنظور آموزش شبکهشدند. به

لایه مورد استفاده قرار گرفت. فرایند آموزش که شامل تغییر 
در طول زمان آموزش است،  های مختلفها بین لایهوزن

های واقعی )برای انجام گردید تا جایی که تفاوت بین داده
بینی شده به حداقل برسد. های پیشهای آزمون( و دادهداده

انتی ژسیگموئید تان تابعو 1مارکوات -ی لونبرگآموزش الگوریتم
درلایه خروجی برای  3تابع خطی ودر لایه پنهان  2هیپربولیک
ها در لایه پنهان کار گرفته شدند. تعداد نرونهش بفرآیند آموز

روش سعی و خطا تعیین شد و در نهایت بهترین ساختارهای به
شبکه برای برآورد هدایت هیدرولیکی اشباع خاک بر اساس 

 انتخاب گردید. RMSE و کمترین 2Rبیشترین 
 درخت تصمیم

1- Levenberg- Marquart                                                          2- Tansig                                                                   3- Purlin 
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 اشینیهای یادگیری مای از روشزیر مجموعه مدل درختی   
اوی کهای یادگیری ماشینی و دادهروش کاوی است.و داده

ا را هدهاتوماتیک الگوهای ارزشمندی از دابلیت کشف نیمهاق
در  بل توجهیاهای اخیر مدل درختی تحول قدر سال دارند.

مله از ج .بینی ایجاد نموده استبندی و پیشمسایل طبقه
 د:ه کرشاراوارد توان به این مدلایل استفاده از مدل درختی می

ننده کبینیطور مستقیم با متغیرهای پیشمدل درختی به( 1
سازی یهبنابراین نتایج مدل برای فهم و شب باشد،مرتبط می

بوده  پارامتریکگیری غیرهای تصمیمدرخت (2 آسان هستند.
 .یردگها صورت نمیو هیچ دخالتی از سوی کاربر بر روی آن

ن آ وانیی برخوردار است که می تخروجی مدل از دقت بالا (3
 مجانا ایبر تصمیم ختدر ها مقایسه کرد.را با سایر مدل

 رتصو ینا به کندمی دیجاا ختدر مشابه ریساختا ،بینیپیش
 شیزموآ یهانمونه متمااز  دهستفاا بارا  دخو رکا ابتدا که
  منجارا ا یبندستهد بهترین که یمتغیرو  کندمی وعشر
هد. دمی تشکیل هایییرمجموعهو ز کندمی بانتخا ،هددمی

 سطتو مرحله هردر  که ستا مونیآز نتیجه ختدر یهاشاخه
 هاینیبپیش .گیردمی رتصو میانی یهاهگرروی  بر یتمرلگوا

ابلیت ختی قدر ل. مد(6) شودمی ظاهر ختدر یهاگبردر  نیز
ا ر دیعد تصفااز روی  دیعد پیوسته یمتغیرها بینیپیش
 نیگرسیور یهالمد رتصوبه هشد بینیپیش نتایجو  دارد

 رمعیاشود. می ظاهر ختدر یهاگبردر  هچندمتغیر خطی
 یردمقا رمعیا افنحرا بنتخاا سساا بر هگر یکدر  تقسیم

ست. ا اخطاز  ریمعیا انعنوبه سندرمی هگرآن  به که جیوخر
 خطا در رنتظاا ردمو کاهش ،هگردر  مترراپا هر دنموآز با
  گیری دقتخطای مدل عموما با اندازهد. شومی حاسبهم

 شودسنجش می ،بینی مقادیر هدف موارد دیده نشدهپیش
صورت به (SDR)ت . فرمول محاسبه کاهش انحرافا(33)

 :باشدروابط زیر می

𝑆𝐷𝑅 = 𝑆𝑑(𝑇) − ∑
|𝑇𝑖|

|𝑇|

𝑁
𝑖=1 𝑆𝑑(𝑇𝑖)                       (2)  

𝑆𝑑(𝑇) = √
1

𝑁
(∑ 𝑌𝑖2𝑁

𝑖=1 −
1

𝑁
(∑ 𝑌𝑖2𝑁

𝑖=1 )              (3)  

  :T : کاهش انحراف معیار،SDRدر این روابط:      
 Tiود، شاست که به هر گره وارد میا های از نمونهمجموعه

امین  iاست که ا های از نمونهی زیر مجموعهدهندهنشان
 :Yiعیار، مانگر انحراف بی :Sdنتیجه تست پتانسیلی را دارند، 

ا نشان رها شماره داده :N و iمقدار عددی ویژگی هدف نمونه 
  (6)د دهمی

 (SVMماشین بردار پشتیبان )
با  وستهیتابع پ کی افتنی بان،یبردار پشت یهانیهدف ماش    
 ینیبشیپ ،یورود ریمقاد یازااست که بتواند به یقیار حقدمق
طور کلی ماشین به(. 22) اشته باشدد یروجخاز   مقدار  یقیدق

بردار پشتیبان نوعی سیستم یادگیری کارآمد بر مبنای تئوری 
(. 23سازی مقید است که توسط ویپنیک ارائه شده است )بهینه

بندی و ماشین بردار پشتیبان روشی است که هم برای گروه
ها در مسائل هم برای تخمین و برآورد تابع برازش داده

 که کمترین خطا در طوریبهرود. کار میرگرسیون به
الگوریتمی  SVMدهد. ها با تابع برازش رخ میبندی دادهگروه

یابد که حداکثر های خطی را میاست که نوع خاصی از مدل

ترین نقاط کند، به نزدیکحاشیه ابر صفحه را حاصل می
آموزشی به حداکثر حاشیه ابر صفحه، بردارهای پشتیبان گفته 

شود و تنها از این بردارها برای مشخص کردن مرز بین می
لازم  SVMدر یک مدل رگرسیونی شود. طبقات استفاده می

ای از به مجموعه( yاست وابستگی تابع متغیر وابسته )
( تخمین زده شود. فرض بر این است که xمتغیرهای مستقل )

مانند دیگر مسائل رگرسیونی، رابطه بین متغیرهای وابسته و 
علاوه یک مقدار اضافی به f مستقل توسط یک تابع معین 

 شود:نویز مشخص می
y = f(x) + noise                                              (4)  

ت که اس fبنابراین موضوع اصلی پیدا کردن فرم اصلی تابع 
 تاکنون SVMصورت صحیح، موارد جدیدی را که بتواند به

از  SVM  Ԑ -در روشینی کند. بتجربه نکرده است، پیش
 منظور جداسازی صفحات و ای )کرنل( بهتوابع هسته

 خمینیتهای مشاهداتی و سازی فواصل موجود بین دادهبهینه
ریزی نامهاز روش بر V-SVMشود اما در مدل استفاده می

ر دشود. بینی استفاده میغیرخطی برای کاهش خطای پیش
ده آن در دلیل کاربرد گستربه SVM  Ԑ -این مطالعه مدل 

 هطا بع خمسائل رگرسیونی استفاده گردید. برای این مدل، تاب
 شود:  صورت زیر تعریف می

𝐶 ∑ 𝜀𝑖
∗𝑛

𝑖=1 + 𝐶 ∑ 𝜀𝑖
𝑛
𝑖=1 +

1

1
𝑊𝑇𝑊                        (5)  

ای هتابع خطای مذکور لازم است که با توجه به محدودیت
 زیر حداقل گردد:

WT∅(xi) + b − yi ≤ ε + εi     (6)                         
yi − WT∅(xi) + b ≤ ε + εi                         (7)        
εi × ε∗ ≥ 0                                                 (8 )  

: 𝑊𝑇بردار ضریب،  :Wثابت گنجایش،  :Cدر این روابط 
ضریب ثابت،  :bضرایب کمبود، : ∗ε و 𝜀𝑖ردار ضریب، ترانهاده ب

n:  تابع کرنل است. : ∅الگوی آموزش مدل و 
 ابعاد، طیخهای بردار پشتیبان برای حل مسائل غیرماشین   

رنل ب کدهند. انتخارا از طریق توابع کرنل تغییر می مسئله
 گیهای آموزشی و ابعاد بردار ویژبه حجم دادهSVM برای

تابع  ترهاارامپعبارت دیگر، باید با توجه به این بستگی دارد. به
ای هیکرنلی را انتخاب نمود که توانایی آموزش برای ورود

 دوشمی کار بردهمسئله را داشته باشد. در عمل کرنل خطی به
(31) . 

م مصنوعی، درخت تصمیمحاسبات مربوط به شبکه عصبی   
 Matlab 7.9افزار فاده از نرمو ماشین بردار پشتیبان با است

 انجام شد.
 معیارهای ارزیابی مدل

ده از های مورد استفابرای ارزیابی صحت و اعتبار مدل   
(، RMSEهای آماری ریشه میانگین مربعات خطا )شاخص

 استفاده( MAEمیانگین مطلق خطا )و (، 2Rضریب تبیین )
 (. 11تا  9شد )روابط 

R2 = 1 − ∑
(xi−xi

∗)

(xi−xi̅)2
n
i=1                                        (9)  

RMSE = √
1

N
∑ (xi − xi

∗)2N
i=1                            (10)  

 MAE =
1

n
 ∑ |xi − xi

∗|n
i=1             

                         (11)                                                                                                           
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𝑥𝑖 گیری شده،مقدار اندازه 𝑥𝑖در این روابط 
مقادیر برآورد  ∗

 باشد.تعداد نمونه می nشده و 
  

 

 نتایج و بحث
و  های آمار توصیفی پارامترهای فیزیکیبرخی نمایه   

 .آورده شده است 1لعه در جدول شیمیایی خاک مورد مطا
 

 توصیف آماری خصوصیات فیزیکی و شیمیایی نمونه های خاک -1 جدول
Table 1. Statistical description of physical and chemical properties of soil samples 

 چولگی ضریب تغییرات انحراف معیار میانه میانگین حداکثر حداقل واحدها خصوصیات خاک
 68/0 01/27 77/5 20 29/21 5/37 8 درصد بنات کلسیمکر

 ds/m 42/2 64 15/15 82/9 28/14 24/94 79/1 هدایت الکتریکی
 70/6 22/10 96/7 8 53/0 72/6 23/0 (log[H+]-) اسیدیته خاک

 99/0 87/73 43/3 5/3 65/4 5/17 00/0 درصد رس
 41/0 07/7 86/5 82 89/82 96 73 درصد شن

 -19/0 26/37 63/4 5/12 44/12 21 1 درصد سیلت
 07/1 83/47 21/0 41/0 44/0 34/1 11/0 درصد کربن آلی

 m/day 025/0 057/0 04/0 041/0 072/0 87/17 13/0 هدایت هیدرولیکی اشباع
 

تغییرات )پراکندگی( شاخصی است که برای ضریب    
نین های آماری و همچگیری توزیع پراکندگی دادهاندازه

رود. در این مطالعه کار میمتغیر بهیسه پراکندگی دو یا چند مقا
 برای اسیدیتهدرصد(  72/6)ضریب تغییرات  کمترین مقدار

درصد( برای هدایت  24/94و بیشترین مقدار آن ) خاک
کمترین  (10باشد. غلامی و همکاران )الکتریکی خاک می

 اند.برای اسیدیته خاک گزارش کرده را تغییرات ضریب
اند که ضریب تغییرات کم بیان داشته( 8و همکاران ) فرفروغی

برای اسیدیته متأثر از عوامل ذاتی همچون مواد مادری در 
که ضریب تغییرات زیاد در حالی .رفتار این ویژگی است

تواند ناشی از اثر متقابل عوامل مدیریتی، مانند مصرف کود می
ها باشد. ضریب و عوامل ذاتی مانند وضعیت زهکشی در خاک

در منطقه مورد ( 24/94تغییرات بالای هدایت الکتریکی )
زمینی و های زیرتواند ناشی از بالا بودن سطح آبمیمطالعه 

و  در سال مترمیلی 5000تا  4500شدت بالای تبخیر 
جا ماندن رسوبات بادرفتی همچنین ناشی از کنده شدن و به

ای اخیر خشک شده و هسطح دریاچه هامون باشد که در سال
اک منطقه های محلول در سطح خجا ماندن نمکهباعث ب

های خاک تغییرپذیری در ویژگی .مورد مطالعه گردیده است
گذاری و یا اختلاف در های رسوبنتیجه تغییر در محیط

های اراضی سازی یا هیدرولوژیکی در شکلمراحل خاک
داشتند تغییرات بیان  (18) ممتاز و همکارانباشد. مختلف می

دلیل بالابودن بالای هدایت الکتریکی در خاک ممکن است به
سطح آب زیرزمینی و حرکت موئینگی آب به سمت بالا و 

 های سطحی خاک باشد. تجمع املاح در بعضی از افق
در مورد مطالعه پارامترهای بین پیرسون ضریب همبستگی    

، شودمی طور که مشاهدهمانه آورده شده است. 2جدول 
هدایت هیدرولیکی اشباع خاک با درصد شن رابطه مثبت 

رابطه منفی  مواد آلیو  دار،  با درصد سیلت، درصد رسمعنی
با درصد کربنات کلسیم رابطه مثبت و با اسیدیته و  دارمعنی

دارد. این نتایج ضعیفی خاک و هدایت الکتریکی رابطه منفی 
احمدی و همکاران و  (14) و همکارانجارویس های با یافته

ایشان بیان داشتند هدایت الکتریکی از همخوانی دارد.  (2)
هیدرولیکی هدایت. باشدعوامل تأثیرگذار در پایداری خاک می

ثیر بافت و ساختمان أت شدت تحتاشباع خاک در خاک به
های درشت خاک است. هدایت هیدرولیکی اشباع در خاک

باشد. زیرا جریان اشباع میهای ریز بافت بافت بیشتر از خاک
 از طریق منافذ درشت خاک صورت  رآب در خاک بیشت

های شنی هدایت هیدرولیکی اشباع در خاک بنابراینگیرد. می
از  دست آمدههباشد. نتایج بهای رسی میبیشتر از خاک

بین  (868/0بیشترین همبستگی مثبت ) تحقیق نیز نشان داد
ویژگی زودیافت خاک )شن(  هدایت هیدرولیکی اشباع خاک و

 وجود دارد. 

 

 گیری شده خاکضریب همبستگی پیرسون پارامترهای اندازه -2جدول
Table 2. Pearson correlation coefficient of measured soil parameters 

 شن سیلت رس pH هدایت الکتریکی کربنات کلسیم مواد آلی هدایت هیدرولیکی 
        1 هدایت هیدرولیکی

       1 -364/0** مواد آلی
      1 -906/0 066/0 کربنات کلسیم

     1 -023/0 118/0 -063/0 هدایت الکتریکی
pH 164/0- 053/0- 059/0- 005/0- 1    
   1 087/0 077/0 003/0 36/0** -759/0** رس
  1 042/0 102/0 039/0 -145/0 286/0** -544/0** سیلت
 1 -798/0** -598/0** -111/0 069/0 112/0 -405/0** 868/0** شن

 یک درصد داریمعنیهمبستگی در سطح  :**
 

 بینی هدایتیابی به مدل بهینه جهت پیشمنظور دستبه   
هیدرولیکی اشباع خاک با توجه به ارتباط کامل )فاصله ضریب 

به  ، پارامترهای ورودی(2)شکل همبستگی( بین متغیرها 

چهار  این پارامترها عبارت بودند از:. (20) انتخاب شدند هامدل
. pHپارامتر درصد شن، آهک، درصد سیلت و 
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 رهانمودار همبستگی بین متغی -2شکل 
Figure 2.  Correlation diagram between variables 

 
  (ANN) سازی شبکه عصبینتایج مدل

بینی منظور پیشدر این تحقیق از شبکه پرسپترون چندلایه به
هدایت هیدرولیکی اشباع خاک استفاده گردید و توابع انتقال، 

ی تعداد لایه پنهان، تعداد نرون در لایه پنهان و تعداد بهینه
تکرار برای هر شبکه مورد آزمایش قرار گرفت و بهترین 

ها با روش سعی و خطا بدست آمد. از مجموع ساختار شبکه
 20 ها برای آموزش،نمونه( داده 80درصد ) 60نمونه،  130

 25درصد ) 20سنجی و ها برای صحتنمونه( داده 25درصد )

تعداد نرون لایه پنهان  گرفت.ها برای آزمون قرار نمونه( داده
دست هب 10هیدرولیکی اشباع خاک  هدایت بینیبرای پیش

و  1000آمده  دستهآمد. تکرار بهینه در ساختارهای ب
رین تابع انتقال در لایه میانی تانژانت هایپربولیک و در کارآت

ایج دقت آزمایی شبکه عصبی در نت بود.لایه خروجی خطی 
های برآورد هدایت هیدرولیکی اشباع خاک برای سری داده

 آورده شده است.  3در جدول  و آزمون سنجی، صحتآموزش

 

 و آزمونسنجی نتایج معیارها برای مرحله آموزش، صحت -3جدول 
Table 3. Results of criteria for training, validation and testing 

 2R RMSE MAE آماره خطا

 0025/0 0031/0 77/0 آموزش
 0026/0 0034/0 65/0 صحت سنجی

 0019/0 0026/0 81/0 آزمون
 
توان کمک آن میترین معیاری است که بهمهم تبیینضریب  

و مقدار آن بین صفر و یک توضیح داد رابطه بین دو متغیر را 
دهنده نشان ،تر باشدباشد. هر چه این معیار به یک نزدیکمی

باشد. مقدار این آماره برای مرحله آزمون برآورد خوب می
خوبی دهد شبکه عصبی بهدست آمد که نشان میبه 81/0

رولیکی اشباع خاک را برآورد کند. هیدهدایت توانسته است
و  طنقا کنشاپر دارنمو ،تربیش تطلاعاا به ابیستید برای

 توجه (. با3)شکل شد  سمر طنقا ینا به هندازبر خط بهترین
  یهاداده بین خطی مستقیم طتباار کنشاپر دارنمو به
 تربیششود. مشاهده می هشد بینیپیشو  هشد گیریازهندا

 که نقاطی. هستندآن  به یکدنزو  گرسیونیر خط لحو طنقا

 که هستند ینا ههنددننشا ،ندا گرفته ارقر مرجع خط نیا یرز
و  ستزده ا تخمین قعیوا ارمقداز  ترکمرا  هاآن ارمقد لمد
را  هاآن ارمقد لمد که هنددمی ننشا خط یناز ا بالاتر طنقا

 آوردبر ایبر تنهایی به 2R رمعیا. ستا زده تخمین تربیش
آماره خطای  بنابراین از باشد. مناسب نداتونمی لمد قتد

RMSE  وMAE   .این دو آماره معیار ارزیابی نیز استفاده شد
بینی هستند. کیفیت مدل بر اساس بررسی میزان خطای پیش

 هرچه مقدار این دو آماره کمتر و نزدیک به صفر باشد، 
طور که از جدول باشد. هماندهنده برآورد خوب مدل مینشان

سنجی و موزش، صحتشود در هر سه مرحله آمشاهده می 3
 باشد.  آزمون مقادیر این دو آماره کم و نزدیک به صفر می
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 (ANN)شبکه عصبی  با مدل هدایت هیدرولیکی اشباع خاکای بینی و مشاهدهمقادیر پیش -3شکل 
Figure 3. Predictive and observational values of soil saturation hydraulic conductivity with neural network model 

(ANN) 
 

( 15ران )مقدم و همکا( و خلیلی28ارشد و همکاران )رضایی   
ن هم به نتایج مشابه در تحقیقات خود رسیدند و از بی

رگرسیون و شبکه عصبی بیان کردند، شبکه عصبی قدرت 
شباع خاک بینی هدایت هیدرولیکی ابالاتری جهت پیش

 .داشت
  (SVR) نتایج مدل ماشین بردار پشتیبان

 که از سه (ANN)در این مدل بر خلاف مدل شبکه عصبی   
، از دو شدسنجی و آزمون استفاده مرحله آموزش، صحت

  60ه، نمون 130از  شود.میمرحله آموزش و آزمون استفاده 
 

 درصد 40نمونه( برای مرحله آموزش و  80ها )داده درصد
 4جدول  شد.نمونه( برای مرحله آزمون استفاده  50ها )دهدا

تقریبا دهد. را نشان میآموزش و آزمون  مرحلهنتایج ارزیابی 
ای و با کمترین اختلاف در هر دو مرحله نتایج ارزیابی مشابه

و این بدین معنی است که ماشین بردار پشتیبان  دست آمدهب
رخوردار است. بینی خوبی باز دقت پیش Ksدر برآورد 

از کمترین مجذور میانگین مربعات خطا  حاکیهمچنین نتایج 
(RMSE به ترتیب برابر با مرحله آزمون، آموزش و ) 

  باشد.سنجی میصحت

 
  نتایج معیارها برای مرحله آموزش و آزمون -4جدول 

Table 4. Results of criteria for the training and test phase 
 2R RMSE MAE آماره خطا
 0023/0 0031/0 79/0 آموزش
 0023/0 0031/0 8/0 آزمون

    
 Ksای و برآوردی مقادیر مشاهده بین( پراکنش 4) در شکل   

طور که از این نمودار مشخص است همان دهد.را نشان می
غیر از چند نقطه روی خط مقادیر برآورد شده و مشاهداتی به

بری مقادیر ار دلالت بر برساز پراکنده شده و این امنیم
 کند.می (y=x)مشاهداتی و محاسباتی بر اساس خط 

  

y = 0.814x + 9E-06

R² = 0.7699
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 (SVR)با مدل ماشین بردار پشتیبان  هدایت هیدرولیکی اشباع خاکای مقادیر پیش بینی و مشاهده -4شکل 
Figure 4. Predictive values and observations of soil saturation hydraulic conductivity with support vector machine 

model (SVR) 
 

ردار بشود مدل ماشین مشاهده می 4طور که از شکل همان  
یکی سازی هدایت هیدرولپشتیبان قابلیت بالایی در شبیه

ایسه ( ضمن مق32کاوی و همکاران )ا توار .اشباع خاک دارد
 دایتبرآورد پارامترهای ه برای ANNبا  SVMروش 

بان های بردار پشتیهیدرولیکی خاک، دریافتند که ماشین
 رهایامتدارای توانایی بالاتری در تعیین مقادیر بهینه پار

 (17) هیدرولیکی خاک هستند. لامورسکی و همکاران هدایت
کی هیدرولیبرای تخمین هدایت SVMنیز امکان استفاده از 
ار ی قرررسمورد ب های زودیافت خاک راخاک با استفاده از داده

کی ولیهیدردادند و دقت بالای این روش برای برآورد هدایت
 خاک را گزارش دادند.

 نتایج مدل درخت تصمیم 

 همانند مدل شبکه عصبی سازی با درخت تصمیمنتایج مدل   
 (ANN) سنجی و آزمون برای از سه مرحله آموزش، صحت

ها صد دادهدر 60نمونه،  130از  تشکیل شده است.سازی مدل
نمونه(  25) هاداده درصد20نمونه( برای مرحله آموزش و  80)

نمونه( برای  25ها )داده درصد 20سنجی و برای مرحله صحت
بود و  M5الگوریتم مورد استفاده  داده شد.مرحله آزمون قرار 

سازی فرآیندهای هموارسازی و هرس کردن برای مدل
صد شن، درصد سیلت، استفاده شدند. ترکیب ورودی شامل در

درصد آهک و اسیدیته بود. معیارهای ارزیابی عملکرد مدل در 
آورده شده است. مقادیر معیارهای  5هر سه مرحله در جدول 

 MAEو  RMSEبالا و  2R) آموزش مدل مرحله ارزیابی
در مرحله  دهنده عملکرد بسیار خوب مدل بود.نشان پایین(

پایین بود که نشان ا نسبت 2Rسنجی مقادیر آزمون و صحت
تری نسبت به مرحله آموزش عملکرد ضعیف دهد مدلمی

 داشته است.

 
 و آزمون سنجی، صحتنتایج معیارها برای مرحله آموزش -5جدول 

Table 5. Results of criteria for training, validation and testing 
 2R RMSE MAE آماره خطا

 0017/0 0025/0 86/0 آموزش
 0025/0 0032/0 40/0 سنجیصحت

 0025/0 0032/0 64/0 آزمون

 
را  Ksای و برآوردی پراکنش میان مقادیر مشاهده 5شکل    

طور که از این نمودار مشخص است دهد. هماننشان می
مقادیر برآورد شده و مشاهداتی به غیر از چند نقطه روی خط 

ی مقادیر از پراکنده شده و این امر دلالت بر برابرسنیم
 کند.می (y=x)مشاهداتی و محاسباتی بر اساس خط 

همچنین  (19) و همکارانمونکادا ( و 7فرزادمهر و همکاران )
های به نتایج مشابه در تحقیقات خود رسیدند و از بین مدل

درخت تصمیم و یادگیری بر پایه نمونه بیان کردند، درخت 
درولیکی بینی هدایت هیتری جهت پیشتصمیم مدل مناسب

 اشباع خاک است.
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 (M5)درخت تصمیم  هدایت هیدرولیکی اشباع با مدلای بینی و مشاهدهمقادیر پیش -5کل ش
Figure 5. Predictive and observational values of saturated hydraulic conductivity with decision tree model (M5) 

   
 های بررسی شدهنتخاب مدل برتر از بین مدلا
بینی جهت تعیین انتخاب مدل مناسب و بهتر برای پیش  

های هدایت هیدرولیکی اشباع خاک منطقه مورد مطالعه آماره
آورده شده  6در جدول برای هر سه مدل در حالت کلی خطا 
گردد مدل مشاهده می (6) طور که از جدولهمان است.

( و کمترین مقدار 83/0) 2Rبالاترین  درخت تصمیم با
RMSE   وMAE (0026/0  بهترین مدل برای 0019/0و )

هیدرولیکی اشباع خاک در منطقه هیرمند بینی هدایتپیش
 انتخاب شد.

 
 نتایج معیارهای ارزیابی در حالت کلی برای هر سه مدل -6جدول 

Table 6. Results of evaluation criteria in general for all three models 
 2R RMSE MAE آماره خطا

 ANN 76/0 0032/0 0025/0 بکه عصبی ش
 SVR 80/0 0031/0 0023/0ماشین بردار پشتیبان

 M5 83/0 0026/0 0019/0   درخت تصمیم
 

 کلی گیرینتیجه
، کاربری هیرمند با توجه به شرایط آب و هوایی منطقه     

در زمره مناطق  مختلف اراضی و قرار گرفتن این منطقه
های منطقه و انجام نیاز به اصلاح خاک خشک وخشک و نیمه

-بههیدرولیکی اشباع خاک کارهای مدیریتی اطلاع از هدایت
 یندبنیا تخصوصیااز  کهیکی ژلوروهید ملاعواز  یکی انعنو
 مستقیم یگیرازهندا لیکنباشد. حائز اهمیت می ،ستا کخا

های تخمین ستفاده از روشامیباشد.  بر نماو ز پرهزینهآن 
هیدرولیکی اشباع خاک راهی مناسب جهت غیرمستقیم هدایت

دست آوردن این خصوصیت هکاهش هزینه و اتلاف زمان در ب
 مصنوعی هوش یهالمد ستارا یندر اباشد. مهم خاک می

 برای )شبکه عصبی، ماشین بردار پشتیبان و درخت تصمیم(
 یافتزود تخصوصیا سیلهوبه عشباا لیکیروهیدیتاهد آوردبر
و  کار گرفته شدندبه منطقه هیرمند یهاکخادر  کخا

نتایج نشان داد از بین . گرفت ارقر یابیارز ردمو هاآن دعملکر
پارامترهای زودیافت خاک )درصد شن، رس، سیلت، هدایت 

درصد  86/0درصد شن با  (pHالکتریکی، کربنات کلسیم و 
کمترین 063/0تریکی با الکبالاترین همبستگی و هدایت

هیدرولیکی اشباع خاک داشتند. همبستگی را با هدایت
 های مورد بررسی دقت همچنین نتایج نشان داد مدل

هیدرولیکی اشباع خاک با  بینی هدایتقبولی در پیشقابل
ها مدل های زودیافت داشتند و از بین این مدلاستفاده از داده

ترین ضریب تعیین و کمترین دلیل داشتن بالادرخت تصمیم به
  عنوان مدل برتر انتخاب شد.میزان آماره خطا به

 
 قدردانی و  تشکر

این پژوهش با حمایت مالی دانشگاه زابل انجام شده است.   
 -UOZ-GR-1837 IR کد پژوهانه
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Extended Abstract  
Introduction and Objective: Direct measurement of soil hydraulic conductivity is time 
consuming and costly, and sometimes the results are unreliable due to trial and error. This 
parameter can be estimated using early soil parameters. The present study was conducted to 
predict the hydraulic conductivity of soil saturation using decision tree methods, support vector 
machine and artificial neural network in Helmand city. 
Material and Methods: For this purpose, 130 soil samples were collected from the surface (0-
30 cm) and transferred to the laboratory for testing and analysis. In the laboratory, the 
parameters of hydraulic conductivity of soil saturation, percentage of stress, sand and silt, 
organic matter, acidity, electrical conductivity and calcium carbonate were measured. It was 
then estimated using measurement parameters and using decision tree models, artificial neural 
network, and saturated hydraulic guidance support vector machine. In order to evaluate the 
models, the criteria of explanatory coefficient, square mean error and absolute mean error were 
used.  
Results: The results showed that the decision tree model with the highest coefficient of 
explanation (0.83) and the lowest value of the mean square of error and absolute error of 
average (0.0026 and 0.0019) is the best model for predicting the hydraulic conductivity of soil 
saturation in Hirmand region. Also, the results of data sensitivity analysis using artificial neural 
network model showed that sand percentage, lime percentage, silicate percentage and acidity are 
the most important factors affecting the hydraulic conductivity of soil saturation in Hirmand 
city, respectively. 
Conclusion: The results show the very good performance of artificial intelligence methods in 
predicting hydraulic conductivity of soil saturation. In cases where it is not possible to measure 
hydraulic conductivity, hydraulic conductivity can be estimated using early soil parameters and 
artificial intelligence methods. 
 
Keywords: Artificial intelligence, Constant head, Early soil characteristics 
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