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 چکيده مبسوط 
ی صنعتی و بیعی را در کشورهاطمناطق خطرناک تا حد زیادی تأثیر بلایای  ها دراههای اخیر، افزایش جمعیت و گسترش سکونتگدر سالمقدمه و هدف: 

دامات بنابراین اق کند.کمک می مستعد، لغزش به شناسایی نقاط استراتژیک و مناطق بحرانی جغرافیاییبندی خطر زمینپهنهدر حال توسعه افزایش داده است. 
صرفه بهمقرون کمک مناسب و لغزش ممکن است یکدر واقع ارزیابی خطر زمین ی آینده اهمیت دارد.ریزی استراتژیک برابرای کاهش سریع، ایمن و برنامه

جنگل  یهاهزحوکاوی در از داده استفاده با لغزشزمین وقوع خطر سازیمدلپژوهش حاضر از این راستا هدف  در ریزی کاربری زمین باشد، لذابرای برنامه
 است.شمال کشور 

 عوامل توپوگرافیکی، شامل لغزشمینز وقوع بر مؤثر با تأثیر فاکتورهای وارسون به روش مورا لغزشزمیننقشه خطر منظور برای این :هامواد و روش
با  شناسیزمیننقشه رتفاعی، اشبکه هیدروگرافی از مدل رقومی ، انسانی عوامل زمین، پوشش عامل شناسی،زمین اقلیمی، عوامل و هیدرولوژیکی عوامل

برگرفته از  یارتفاع هایزانیم یدا با استفاده از منحنابتی نسب و بلندیی دست آوردن شاخص پست به یبراو  کشور تهیه شناسیزمینفاده از نقشه سازمان است
و  نیرتمبا ک هایهو نقش میتقس عییلومترمربک کی یهابه شبکه منطقه، آن از پسشد.  هیته یمنطقه نقشه طبقات ارتفاع 1:25000 یتوپوگراف هاینقشه

مقدار  انگریات آن بدست آمد که اطلاعبه یادو نقشه، نقشه نیا قیحاصل شد؛ و در مرحله آخر با تفر یلومترمربعیک کی یهاارتفاع در شبکه زانیم نیرتشیب
بندی با استفاده از نقشه پهنه ر نهایتد .شد استفاده ماهانه بارندگی از نیز خاک رطوبت شاخص آوردن دستبه برای .است ینسب و بلندی یشاخص پست
در محیط  لغزشزمین وقوع خطرسازی برای مدلدرخت تصمیم سه مدل جنگل تصادفی، شبکه عصبی مصنوعی و الگوریتم های از الگوریتم حاصل شده

سازی دی در مدلمتغیرهای ورو عنوانبهش که لغزثر در وقوع زمینؤمورد بررسی و م هایهمچنین از بین شاخص استفاده شد. 12.0STATISTICA افزارنرم
 بندی صورت گرفت.درجه ،اولویت ترتیببه ؛وارد شد

 تیحساسشدت بارندگی،  ترتیب متغیرهایاست و بهدرصد(  76)کم  خطر با طبقه به لغزش متعلقمساحت زمین توزیع بیشترین نتایج، برطبقها: یافته
 از حاصل نتایج .شد گرفته نظر در لغزشینزم وقوع مهمترین عوامل عنوانبراساس درجه اهمیت بهای رزهشدت لو و بلندی نسبی ی پست، کیتولوژیل

 اریبی ربعات خطا وممیانگین  ، درصد مجذور؛ با توجه به ضریب تبیین، درخت تصمیم و شبکه عصبی مصنوعیبا سه الگوریتم جنگل تصادفی اعتبارسنجی
 ،2R=99/0) و لایه پنهان 7، لایه ورودی 5با تعداد مدل شبکه عصبی مصنوعی نشان داد که  لغزشمینز وقوع خطر سازیمدلحاصل شده در 

28/12RMSE%=  33/3وBIAS%=-) ها دارای دقت بالاتری است.روش سایر به نسبت 
های مذکور تفاده از روشدارند. لذا اس لغزشزمینبینی خطر وقوع کاوی قابلیت بالایی در پیشهای دادهنتایج پژوهش حاضر نشان داد روشگيری: نتيجه

  گیرد. قرار نظر مورد زمین کاربری برای ریزیبرنامه و لغزشزمین همراه خطرات تواند در کاهشمی
 

 مدل رگرسیون سازی،مدلدرخت تصمیم، شبکه عصبی مصنوعی،  ،شمال کشور یجنگل هایهزحو :کليدی هایواژه
 

 مقدمه
 سراسر در طبیعی بلایای ترینخطرناک لغزش از جملهزمین   

 گیردمی را نفر چندین جان زمین رانش سال، هر. است جهان
 وارد خسارت آمریکا دلار میلیاردها ارزش به اموالی به و

 در طبیعی، بلایای المللیبین پایگاه گزارش اساس کند. برمی
 رانش ،2015-1990 دوره در داده رخ طبیعی بلایای تمام بین

 خود به را طبیعی بلایای حوادث از درصد 9/4 تنهایی به زمین
 روبه حرکت عنوانبه لغزشزمین (.10) است داده اختصاص

 .شودمی تعریف گرانش جهت در سازشیب مواد خارج و پایین
 که شودمی باعث انسانی و طبیعی مختلف عوامل متقابل اثر

 که شود تبدیل پیچیده ایپدیده به لغزشزمین رویداد یک
 است مدیریت و بینیپیش برای پیشرفته هایروش نیازمند

 بینیپیش و پیشگیری برای اقدامات ،بحرانی وضعیت .(3)
 حساسیت برداریدهد. نقشهسرعت میرا  لغزشزمین بلایای
 از پیشگیری برای ایپایه عنوانبه معمولاًلغزش زمین
 احتمال زیرا کند،می عمل فضایی ریزیبرنامه و لغزشزمین
 تأثیر براساس آینده برای را منطقه یک در لغزشزمین وقوع
در  .(30) دهدمی نشان انسانی هایفعالیتو  محیط ،زمین

های ها ارتباط تنگاتنگی با ویژگیلغزشزمینواقع وقوع 

های انسانی دارد. شناسی، حرکت پوسته و فعالیتزمین
ات مختلف ها تحت تأثیر عوامل متعددی در درجلغزشزمین

های عدم تعادل، گیرند؛ بنابراین، دارای ویژگیقرار می
که در تحقیقات  ؛و تصادفی هستند مقیاسیغیرخطی، چند

ای به طور سیستماتیک منطقه لغزشزمینارزیابی حساسیت 
 اجزای ترینضروری از یکی هاجنگل (.16حل نشده است )

 فراهم را پاکی غذای و آب هوا، که هستند زمین روی حیات
 تغییرات کاهش و خاک فرسایش از حال عین در و کنندمی
 مساحت از درصد 31 هاجنگل. کنندمی جلوگیری هوایی و آب
گزارش مخاطرات . اندداده اختصاص خود به را زمین کل

از نظر خسارات وارده لغزش جهان  نشان داده که زمین 2021
(. 35است )بلایای طبیعی دنیا قرار گرفته  پنجمین دستهدر 

 بر منفی تأثیرات ،لغزشزمین جمله از ایتوده حرکات وقوع
 برای (.22گذارد )می بشر اقتصادی هایفعالیت و زندگی
 ،لغزشزمینحساسیت  نقشه تهیه در مؤثر عوامل انتخاب

 محققین، همه بین که اییکپارچه و مشخص دستورالعمل
 با مولاًمع مینهز این در مطالعات. ندارد وجود باشد، مورد قبول

 (.9است ) همراه متفاوتی دقت و عملکرد مختلف، هایمدل
 شرایط تحت و حال گذشته در که هاییلغزشزمین براساس

و منابع طبيعی ساری دانشگاه علوم کشاورزی  
 پژوهشنامه مدیریت حوزه آبخيز
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 یک در و اقلیمی هیدروژئولوژی شناسی،زمین توپوگرافی،
 برای را اطلاعات مفیدی توانمی است، افتاده اتفاق منطقه
 منطقه آن آینده در یهالغزشزمین وقوع پتانسیل بینیپیش
 لغزشزمین حساسیت بردارینقشه هایروش (.26نمود ) تهیه

 بندیدسته کیفی و کمی هایروش به کلی طور به توانمی را
 خبره دانش بر تکیه با ذهنی رویکردی کیفی هایروش. کرد

 روی کمی هایروش. دارند علّی عوامل به وزن تعیین برای
 با مرتبط هایمحدودیت بر غلبه برای عینی رویکرد یک

 حوزه در اخیر، هایسال در. کنندمی کار کیفی هایروش
 توجه مورد ماشین یادگیری هایروش کمی، هایروش

 و اعتماد قابل نتایج زیرا اند،گرفته قرار ایگسترده
 جهان سراسر در لغزشزمین بینیپیش برای را ایامیدوارکننده

حساسیت  بردارینقشه ییکارا .(32) اندداده دست به
 شده اتخاذ سازیمدل هایروش به زیادی حد تا لغزشزمین

 حساسیت ارزیابی برای زیادی هایروش. دارد بستگی
 هایروش به توانمی جمله آن از که دارد وجود لغزشزمین

 در. کرد اشاره ماشین یادگیری آماری و قطعی، کیفی،
 و مهندسی شناسانزمین تجربه، بر مبتنی کیفی هایروش

 تحلیل برای تخصصی دانش و تجربیات از هاژئومورفولوژیست
حساسیت  بردارینقشه ترسیم و غیرمستقیم یا مستقیم

 هاینقشه و موجود توپوگرافی هاینقشه روی بر لغزشزمین
 سازیمدل در .(1کنند )می استفاده مهندسی شناسیزمین
 شده داده توسعه هایالگوریتم و هاروش بیشتر ،لغزش زمین

 دو آماری روش لجستیک، رگرسیون هایروش به متعلق
 شواهد، دهیوزن نسبت فراوانی، متغیره، چند و متغیره

 الگوریتم تصمیم، و درخت بیزین تئوری بر مبتنی الگوریتم
 الگوریتم بردار،پشتیبان ماشین جنگل تصادفی، تصمیم، درخت

 درختی، و رگرسیون بندیطبقه الگوریتم درختی، لجستیک
 با درختیهای الگوریتمترکیب  مثل ترکیبی هایالگوریتم
 جنگل (.23است ) درخت تصمیم و توابعی هایالگوریتم
 درختان و غیرپارامتری هایروش از مدرن روش یک 1تصادفی
 و بندیکلاس درختان از انبوهی شامل که است گیریتصمیم

 است. درواقع ختیدر رگرسیون مدل یافته بسط و رگرسیونی
 برای مبنا قانون گیریتصمیم مجموعه یک از مدل این

 استفاده مستقل و وابسته متغیرهای بین هایرابطه ارزیابی
 آن بالای عملکرد تصادفی، جنگل ویژگی مهمترین کند.می
 هر کندمی مشخص که است متغیرها اهمیت گیریاندازه در

مدل شبکه  .(4)دارد  پاسخ بینیپیش در نقشی چه متغیر
رگرسیون خطی به دلیل عواملی  هایمدلنسبت به  عصبی

 سازی روابط غیرخطیمانند توانایی یادگیری و تعمیم، و مدل

(. در مدل شبکه عصبی 26مزایایی است )بین متغیرها دارای 
های ی و خروجی با توجه به تعداد لایههای ورودبین لایه

شود و با توجه جاد میپنهان، ساختارهای اتصالات مختلف ای
های ورودی( و مقدار رفت و به تبادل اطلاعات دریافتی )داده

برگشت اطلاعات در اتصالات ایجاد شده شبیه مغز انسان، در 
دست نهایت یک پاسخ )خروجی( صحیح با حداقل خطا به

هایی نیز یکی از روش 2(. الگوریتم درخت تصمیم11آید )می
گیرد. ها مورد استفاده قرار میسازی دادهاست که در مدل
به این نحو است که در ابتدا کار با  CARTمراحل الگوریتم 

ای که در رأس درخت ها در ریشه درخت )گرهتمامی داده
شود. این روش در ابتدا با استفاده تصمیم قرار دارد( شروع می

 صورتیبه را هاداده تمامی تعیین شده از معیارهای
 را متغیرهای پیشگو تمامی سپس کند.می متقسی پذیربازگشت

 بهترین کدام یک کند مشخص تا دهدمی قرار بررسی مورد
 براساس ی ورودیهاداده آن از اند. پسداشته را تقسیم

شوند می تقسیم بیشتری دارند اهمیت که مستقلی متغیرهای
 ییهاداده شامل هابرگ که زمانی تا یابدادامه می کار (. این5)

در راستای (. 14دارند ) یکدیگر با زیادی همگونی که شوند
 هوش هایمدل کارایی (3مسائل مطرح شده آرام و همکاران )

 به وقوع حساس مناطق تعیین در متغیره دو آماری و مصنوعی
آذربایجان غربی را مورد بررسی قرار  استان در لغزشزمین

 راییکا مصنوعی دارای هوش هایدادند و اذعان داشتند مدل
 هایمدل است. دقت آماری هایمدل به نسبت بالاتری
 نتایج منحنی منفرد حاصل شد. هایمدلاز  بیشتر ترکیبی

3ROC با را 88/0و  89/0، 91/0، 92/0دقت  هایمدل با را 
بگینگ،  و تصادفی هایجنگل ترتیب ترکیبیبه هایمدل

 شانون نشان داد. آنتروپی و فراوانی جنگل تصادفی، نسبت
 با لغزش زمین سازی حساسیت( به شبیه24رفیعی ساردویی )

 قطعی شاهد تابع پیچشی، عصبی یشبکه کاویداده هایمدل
کرمان  استان ی رابُر،منطقه در پشتیبان بردار ماشین و

 برای منحنی زیر سطح هایپرداخت. نتایج نشان داد، اندازه
 تابع و نبردار پشتیباماشین پیچشی، عصبی یشبکه هایمدل

 طوربه است. 899/0و  958/0، 987/0ترتیب به قطعی شاهد
 زمین هایداده میان بخشیرضایت همخوانی هانتیجه کلی،

و  داد نشان لغزشزمین حساسیت هاینقشه و منطقه در لغزش
 از بیشتر پیچشی عصبی یشبکه عمیق یادگیری مدل کارکرد

 چهار رده در شلغززمین حساسیت ینقشه .بود دیگر مدل دو
 .شد بندیرده زیاد خیلی و زیاد متوسط، کم، حساسیت با

های ( پژوهشی در زمینه عامل29شیرانی و نادری سمانی )
 جنگل هایروش با لغزشزمین به حساسیت ارزیابی مؤثر و

 دوآب یمنطقه در مصنوعی عصبی یتصادفی و شبکه
 ینتیجهبختیاری انجام دادند.  و چهارمحال استان صمصامی

 هایعام که داد نشان دو مدل هر در مؤثر هایعامل بررسی
 رخداد در بسزایی تأثیر شیب وجه و کاربری شناسی،سنگ
 ( از%82زیادی )بیش از  بخش و داردلغزش زمین
 .بود زیاد و زیاد خیلی حساسیت یطبقه در اهلغزشزمین
 نشانها نیز مدل اعتبارسنجی و بندیطبقه ارزیابی ینتیجه

 تصادفی جنگل مدل کارآمدی و دقت که  داد
 (919/0AUC-ROC=) هالغزشزمین رخداد بینیپیش در 

( AUC-ROC=0.845مصنوعی ) عصبی یاز شبکه بیشتر
بندی حساسیت برداری پهنهنقشه( به 8و همکاران ) دَس است.

با استفاده از  سیستم اطلاعات جغرافیایی زمین لغزش مبتنی بر
هایی از در بخش( AHP) 1د تحلیل سلسله مراتبیروش فرآین

 پرداختند. نتایج نشان داد منطقه کالیمپونگ دارجلینگ هیمالیا
( نشان AUC-ROC=0.845) ROCناحیه زیر منحنی 

با  (=9/0m)منحنی میزان موفقیت( ) SRCش دهد که رومی
درصد، بالاترین نتیجه را  5/79بینی دستیابی به دقت پیش

بندی حساسیت پهنه ترین شکلراین، امیدوارکنندهداشت. بناب

1- Random Forest           2- Classification and Regression Tree =CART                        3- Receiver Operating Characteristic=ROC 

 و اصغر فلاح نسترن نظریانی
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برای منطقه مورد مطالعه حاضر در نظر گرفته  لغزشزمینبه 
آمده از این دستآنها همچنین اذعان داشتند نتایج به شد.

مطالعه، اطلاعات مکانی مناطقی را که ممکن است با 
های کند و به سازمانناپایداری شیب مواجه شوند برجسته می

های هشدار دولتی و ذینفعان به دلیل عدم وجود سیستم
کند ها مناسب در این منطقه کمک میلغزشزودهنگام زمین

( 2تا اقدامات کافی را تهیه کنند. القاضی و همکاران )
 حساسیت برای بهینه پارامترهای پژوهشی با هدف انتخاب

از  با استفادهسعودی  عربستان السلبات، عقبه در هالغزشزمین
، (RF) های یادگیری ماشین مانند، جنگل تصادفیروش

( ANN) و شبکه عصبی مصنوعی( LR) رگرسیون لجستیک
 و LR-ANN) هیبریدی مدل انجام دادند. نتایج نشان داد، دو

LR-RF) کیلومترمربع، 73/32-67/29با  بالا بسیار در دسته 
ل کیلومترمربع، مد 38/33-84/21 با ( در دسته بالاLSمدل )

(LRبا ) 15/45 و بالا بسیار عنوانبه کیلومترمربع 34/22 
شدند. همچنین نتایج  بینیپیش بالا عنوانبه کیلومترمربع

 مدل بهترین عنوانبه LR-RF نشان داد، مدل
(941/0=AUC )آن  از پس وLR-ANN (915/0AUC=) و 

LR (872/0AUC=) ( در 21فام و همکاران ). شد حاصل
کننده شامل بینییادگیری ماشین پیشپژوهشی، پنج مدل 

 ،(FT) عملکردی ، درخت(BFT) اول تصمیم درخت )بهترین
( NBT(، درخت ساده بیزین )J48DT) J48تصمیم  درخت

( را برای (REPT) درختان هرس در خطا وکاهش
برداری حساسیت زمین لغزش منطقه وان چان در استان نقشه

 RSSFT مدل داد شانن نتایج .ین بای، ویتنام توسعه دادند
 به آینده هایلغزش بینیپیش شکل نظر از را عملکرد بالاترین

 RSS-FT مدل ترکیبی بنابراین اذعان داشتند،. دست داد
 سایر به )مدل شبه فضایی تصادفی درخت عملکردی( نسبت

 در تواندمی که است تریقوی مدل مطالعه، مورد هایمدل
 برای لغزش زمین حساسیت بردارینقشه مناطق سایر

 استفاده مورد اراضی کاربری صحیح مدیریت و ریزیبرنامه
در پژوهش حاضر ضرورت بررسی زمین لغزش در  .گیرد قرار

 کارگیری مدل مناسب جهت شناسایی و جنگل و به
 

مورد هدف است.  لغزشبندی مناطق مستعد به زمیناولویت
 لغزشزمین زا واقعی هایمبنای داده بر اطلاعاتی ارزش مدل
با استفاده از سه مدل جنگل تصادفی، شبکه عصبی  داده رخ

 رگرسیون مدل در شد. انتخاب CARTالگوریتم  مصنوعی و
 و نبوده کمی (لغزشزمین رخداد) متغیر وابسته اینکه علت به
 و رخداد()هست  حالت: دو دارای یعنی ای است،دوجمله نوع از

 از استفاده ورتضر (،14عدم رخداد( است )) نیست
های جنگل تصادفی، شبکه عصبی مصنوعی و الگوریتم
CART با توجه به  .شودمی متغیره توجیه چند

های شمال کشور به های جنگلهایی که از حوزهبرداریبهره
لحاظ قطب تجاری صنعت چوب از دیرباز تا طرح تنفس 

قانون ششم  38ماده  3ت وزیران و بند أهی 92مصوبه سال 
و در  کشور مه توسعه سازمان منابع طبیعی و آبخیزداریبرنا

پی این موضوع با توجه به نیاز روزافزون به صنعت چوب برای 
ها انجام شده است؛ به تبع ساختار دوره پسا تنفس این جنگل

لغزش ها در معرض عواملی مانند زمینشناسی این جنگلزمین
وقوع  خطر سازیقرار دارد. لذا در پژوهش حاضر مدل

 یهاهزحودر  کاوی ناپارامتریکاز داده استفاده با لغزشزمین
 های هیرکانی مورد هدف قرار گرفت.جنگل

 
 هامواد و روش

 منطقه مورد پژوهش
در های شمال کشور پژوهش حاضر در حوزه جنگل   

های گرماب، تنگه سلیمان و چهاردانگه شهرستان دهستان
ان نکا با مساحت ساری و دهستان استخرپشت شهرست

این منطقه در موقعیت جغرافیایی  انجام شد. هکتار 30685
، 23طول شرقی 53و  15  ،43 تا  53و  16  ،15بین 

15  و36 تا 23 ،26  و36  شده است. عرض شمالی واقع
 متر 336و حداقل ارتفاع برابر  متر 2633حوزه حداکثر ارتفاع 

ترتیب موقعیت حوزه در کشور، به 1شکل  .است از سطح دریا
 مورد یجنگل یهاهزحو ییجغرافیا موقعیت و استان مازندران

را به تصویر کشیده  مازندران استان یهاشهرستان در مطالعه
  است.

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 مورد مطالعه های آبخیزترتیب در: الف( کشور ایران، ب( استان مازندران و ج( حوزهه مورد مطالعه بهموقعیت منطق -1شکل 

Figure 1. The location of the studied area in: A) Iran, B) Mazandaran province and C) Studied watersheds

 و اصغر فلاح نسترن نظریانی
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 126 ................................................................................................................. های هیرکانیکاوی در جنگلاز داده استفاده با لغزشزمین وقوع خطر سازیمدل

 روش کار

لغزش در بندی زمینپهنهدر پژوهش حاضر ابتدا اقدام به    
ه ه ببا توجهای جنگلی مورد پژوهش شد. در مرحله بعد هزحو

ر د ن با استفاده از مدل موراوارسوبندی صورت گرفته پهنه
در آن به  لغزشزمین)مساحت(  دمنطقه که بیشترین درص
 سازی با سه روش جنگل تصادفی،دست آمد اقدام به مدل

 الگوریتم درخت تصمیم و شبکه عصبی مصنوعی شد.
 وارسون لغزش به روش مورا وتهيه نقشه خطر زمين

 با استفاده از روش  لغزش ینزم لیپتانس یابیارز یبرا    
شامل  بیترتکه به کینامیو د یوارسون از عوامل خارج-امور

شدت  ایو شدت لرزه بیرطوبت خاک، درجه ش ،یتولوژیل
  لیعوامل، پتانس نیا بیبا ترک ، استفاده شد.شودمی یبارندگ

  .دآمدست به 1ه با استفاده از رابط لغزشزمین

𝐻𝑙    1رابطه  = (𝑆𝑟 × 𝑆𝑙 × 𝑆ℎ)(𝑇𝑠 + 𝑇𝑝) 
 برابر: Srلغزه، ینزمبرابر شاخص خطر : Hlکه در این رابطه 

برابر شاخص حساسیت : Slو بلندی نسبی، ی پستشاخص 
: Tsیر رطوبت طبیعی خاک، تأثبرابر شاخص : Shلیتولوژیک، 

یر شدت تأثبرابر شاخص : Tpای و برابر شاخص شدت لرزه
 کیتولوژیل تیشاخص حساس منظور تهیهبه بارندگی است.

(Sl از نقشه )توسط شدهیه ته شناسیینزم 1:100000 
کلاسه  1در جدول  کشور استفاده شد. شناسینیسازمان زم

مدل موراوارسون  اساس بر بندی شدهطبقه( Hl) لغزشزمین
  شده است. ( آورده19)

 (18به روش موراوارسون ) لغزشنیزمکلاس   -1 جدول
Table 1. Landslide class according to the Mora -Vahrson method (18) 

 Amount  مقدار Description  توصیف Class  کلاس
 <No slippage 6  بدون لغزش 1
 Very low 32-7  خیلی کم 2
 Low 162-33  کم 3
 Medium 512-163  متوسط 4
 Hight 1250-513  زیاد 5
 >Very hight 1250  خیلی زیاد 6

 

 سطحی هایلغزشزمين وقوع بر مؤثر فاکتورهای
عوامل  شامللغزش زمین وقوع بر مؤثر اساسی عوامل    

 طحس از ارتفاع شیب، جهت و زاویه قبیل توپوگرافیکی )از
از  هفاصل ی،اقلیمی )بارندگ و هیدرولوژیکی عوامل دریا( ،
ی(،  زهکش تراکم یا آبراهه تراکم ها،رودخانه یا هاآبراهه
 از فاصله بستر، سنگ جنس یا لیتولوژی (شناسیزمین عوامل
، )کاربری اراضی( زمین پوشش عامل گسل( ، تراکم و گسل

 جاده( است.  تراکم و جاده از انسانی )فاصله عوامل
 استفاده مورد هایداده
 1:25000های ه با استفاده از نقشهزرافی حوشبکه هیدروگ    

 شناسیزمیننقشه و از مدل رقومی ارتفاعی محدوده تهیه شد. 
کشور )مقیاس  شناسیزمینبا استفاده از نقشه سازمان 

ای، عکس هوایی، مشاهدات ماهواره ریتصاو 1:100000

دست آوردن به یبرا شد.  ها تهیهصحرایی و سایر گزارش
نظر،  نقشه مورد هیو ته (Srی )نسب بلندیو ی شاخص پست

برگرفته از  یارتفاع هایزانیم یابتدا با استفاده از منحن
 یمنطقه نقشه طبقات ارتفاع 1:25000 یتوپوگراف هاینقشه

شاخص حساسیت لیتولوژیک در وقوع  2در جدول  شد. هیته
آن منطقه مطالعه  از پسبندی شده است. طبقه لغزشزمین 

با  هایو نقشه میتقس یلومترمربعیک کی یهابه شبکه
 کی یهاارتفاع در شبکه زانیم نیترشیو ب نیترمک
دو  نیا قیحاصل شد؛ و در مرحله آخر با تفر یلومترمربعیک

مقدار  انگریدست آمد که اطلاعات آن ببه یانقشه، نقشه
 آوردن دستبه برای .است ینسب و بلندی یشاخص پست

 .شد استفاده ماهانه بارندگی از نیز (Shخاک ) رطوبت شاخص
 

 (28) لغزشنیزملیتولوژی و حساسیت آن در وقوع  ریتأثبندی طبقه -2جدول 
Table 2. Classification of the influence of lithology and its sensitivity in the occurrence of landslides (28) 

 کلاس
Class 

 حساسیت
Sensibility 

 شناسیسنگ
Lithology 

 کم 1
Low 

هایی با مقاومت برشی زیاد، شدت ها، سنگها، گرانیتنفوذی با خردشدگی کم، بازالت، آندزیت هایسنگآهک نفوذپذیر، 
 هوازدگی کم، سطح ایستایی کم و سطوح شکستگی تمیز

Permeable limestone, intrusive rocks with low crushing, basalt, andesites, granites, rocks with high shear 

resistance, low weathering intensity, low static surface and clean fracture surfaces. 

 ملایم 2
Smooth 

یر و برش پذهای ای با شدت هوازدگی زیاد، شکستگیتوده لاًمکاهای رسوبی تخریبی با بافت و سنگ الذکرفوقهای سنگ
 مقاومت برشی کم

The aforementioned rocks and destructive sedimentary rocks with a completely lumpy texture with high 

weathering intensity, shearable fractures and low shear strength. 

 متوسط 3
Medium 

 توجهقابلفشانی، دگرگونی، آذرین درونی و رسوبی با هوازدگی های آتشگسن
Volcanic, metamorphic, internal igneous and sedimentary rocks with significant weathering. 

 زیاد 4
Hight 

 )درزه(، رشدگی رسی، قویاً گسسته شده و شکافدار همراه با پتوجهقابلهای دگرسان شده گرمابی با هوازدگی سنگ
 عمقکمهای کم متراکم شده با سطوح ایستابی آذرآواری

Hydrothermal metamorphosed rocks with significant weathering, strongly dissociated and fissured with clay 

fillings (joints), poorly compacted pyroclastics with shallow depositional surfaces. 

 بسیار زیاد 5
Very hight 

 هایی با مقاومت برشی کم و سطح ایستابی کمها، کوهرفتهای برجا، آبرفتدگرسان شده، خاک کاملاًهای سنگ
Completely altered rocks, soils, alluviums, landslides with low shear resistance and low water table. 
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 کاویدادهناپارامتریک  هایالگوریتم
 تصادفی  جنگل الگوریتم

 تعداد تعیین و تصادفی جنگل روش به سازیمدل اجرای    
 با سپس شد. انجام اولیه درخت 400 با ابتدا درختان بهینه

 هایداده برای خطا مربعات میزان تغییرات مشاهده نمودار
افزایش  تعداد، روند افزایش با که جایی آموزش در آزمون و

 بهینه درخت تعداد عنوانبه نمود پیدا ثابتی حالت مربعات خطا
 از جذر هابرآوردگره بهینه تعیین تعداد منظورگردید. به انتخاب

شد. برای تعیین تعداد  استفاده متغیرها کل تعداد
ها در هر گره از جذر کل تعداد متغیرهای مستقل برآوردکننده

د یا تعدا Kاستفاده شد تا  2±مورد استفاده در مدل 
 .(15) برآوردکننده بهینه در هر گره، انتخاب گردد

 شبکه عصبی مصنوعی 
و  1لایه چند پرسپترون عصبی شبکه دو پژوهش حاضر در   

 از هشعاعی( ک اساسی توابع عصبی )شبکه 2تابع پایه شعاعی
 مورد هستند، پیشخور مصنوعی عصبی هایشبکه ترینرایج

 شارانت پس لگوریتما ها باشبکه این قرار گرفت. استفاده
هستند. شبکه  ایلایه ساختار دارای و شوندمی داده آموزش
 ترتیببهدو خروجی مدل شبکه عصبی است که  شامل عصبی

  دارای که هایی(، نورونRBFو  MLPشامل نام شبکه )
 هم با که است 5خروجی و 4پنهان ، 3ورودی هایلایه

 رایب خطا اقلبا حد حلراه نهایت یک در و دارند همخوانی
سازی همنظور بهینهمچنین به (.18کنند )می همگرایی مسئله،

 استفاده شد. 6BFGSاز روش شبه نیوتنی 
 تصميم  الگوریتم درخت

 که است بندیطبقه فرآیند یک گیریتصمیم مدل درخت    
 هایبخش زیر به را آموزشی داده یکسری تکراری طوربه

 هایارزش از یا بیشتر یک به هاآزمایش مبنای بر کوچکتر
 تصمیم درخت شرط بودن، فرض کند. بدونمی تقسیم عارضه
 در ریشۀ هاداده تمامی با (. در این روش ابتدا کار34است )

 قرار دارد( شروع تصمیم درخت رأس در که ایدرخت )گره
 تعیین شده از معیارهای استفاده با ابتدا در روش این شود.می

 سپس .کندمی تقسیم پذیرصورتی بازگشت هب را هاداده تمامی
 تا دهدمی قرار بررسی مورد را متغیرهای پیشگو تمامی

 آن از اند. پسداشته را تقسیم بهترین کدام یک کند مشخص
 اهمیت که مستقلی متغیرهای اساس بر های ورودیداده

 تا یابدادامه می کار این (.4،5شوند )می تقسیم بیشتری دارند

 در و شوندتقسیم نمی دیگر که هاییها )گرهبرگ که زمانی
 که شوند هاییداده شامل اند(گرفته قرار درخت انتهای

(. اندازه بهینه درخت با 14دارند ) یکدیگر با زیادی همگونی
استفاده از معیار پارامتر پیچیدگی و تکنیک اعتبارسنجی 

 تعیین شد.  k-foldمتقابل
 ناپارامتریک های رگرسيونیمدل اعتبارسنجی

ها برای آموزش و درصد داده 70ها منظور بررسی مدلبه    
از  ادهاستف (. با33درصد برای آزمون در نظر گرفته شد ) 30

 مجذور معیارهای میانگین (،1( )رابطه 2Rضریب تبیین )
 خطا مجذور مربعات ( و درصد میانگین2)رابطه  7خطا مربعات

 آماری هایمدل اعتبار( 4 و درصد اریبی )رابطه( 3ه )رابط
 قرار گرفت. ارزیابی مورد

∑ 1رابطه  (𝑦𝑜𝑖−𝑦̅𝑝)2𝑛
𝑖=1

∑ (𝑦𝑜𝑖−𝑦̅𝑜)2𝑛
𝑖=1

=2R 

 2رابطه 
RMSE= √

∑ (𝑦̂𝑖−𝑦𝑖)2𝑛
𝑖=1

𝑛
 

 3رابطه 

RMSE%=  
√∑ (𝑦̂𝑖−𝑦𝑖)2𝑛

𝑖=1
𝑛⁄

𝑌̅
× 100

 

=%Bias 4رابطه 
∑ (𝑦̂𝑖−𝑦𝑖)𝑛

𝑖=1
𝑛⁄

𝑌̅
× 100 

 

و  شده برآورد میانگین: 𝑌̅ ،مقدار برآورد شده: 𝑌̂روابط  این در
Y :همچنین ، شده مشاهده مقدارn : مشاهدات )قطعات تعداد 

  ام است.iمقدار مشاهده  : 𝑦𝑜𝑖 و نمونه(،
 د وشانجام  Excelدر محیط  هاتنظیم و تحلیل اولیه داده

 و 22.0SPSS افزارهایسازی از نرمبرای مدل
12.0STATISTICA  .استفاده شد 
 

 نتایج و بحث
 ارسون و-لغزش به روش مورابندی خطر زمينپهنه

 از یک هر های موضوعینقشه عددی امتیاز تلفیق از پس   
 طبقه سه با وارسون-مورا لغزش روشزمین خطر نقشه عوامل،

 بیشترین دست آمدهبه نقشه (. در2شد )شکل  خطر، تهیه
 به متعلق کمترین و کم خطر با طبقه به مساحت متعلق توزیع
 است. متوسط خطر با طبقه

1- Multi-Layer Perceptron: MLP          2- Radial Basic Functions: RBF              3- Input Layer         4- Hidden Layer            

5- Output Layer               6- Broyden–Fletcher–Goldfarb–Shanno algorithm                    7- Root Mean Square of the Error             

 و اصغر فلاح نسترن نظریانی
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  یه جنگلزلغزش براساس مدل موراوارسون در حو نینقشه زم -2شکل 

Figure 2- Landslide map based on Mora - Vahrson model in forest  
 

 سه در ه جنگلیزلغزش، حونیزم لیپتانس رابطه از استفاده با   
 قرار متوسط( و ترتیب خیلی کم، کم)به طبقه 4 و 3، 2کلاس 

هکتار  7283 مساحت لغزشی بهزمین با 2 کلاس پهنه دارد.

درصد( و  76هکتار ) 23254، 3و پهنه کلاس  درصد( 24)
 در برگرفته را هاهزاز زیر حو مقداری )ناچیز( 4پهنه کلاس 
 (.3است )جدول 

 
 ه زارسون در زیرحوو-مساحت و درصد طبقات مورا -3 جدول

Table 3. Area and percentage of Mora - Vahrson classes in sub-basin  
 کلاس
Class 

 توصیف
Description 

 مساحت )هکتار(
Area (ha) 

 درصد
)%( 

 خیلی کم 2
Very low 7283 24 

 کم 3
Low 23254 76 

 متوسط 4
Medium 65 ناچیز 

 

استفاده الگوریتم  با لغزشزمين وقوع سازی خطرمدل
 جنگل تصادفی

نتایج ارزیابی حاصل از الگوریتم جنگل تصادفی با  4جدول    
با بررسی دهد. نشان می های مختلف راتعداد برآوردکننده

 برای  نقطه 30اط تقریبی در نق میزان تغییرات مربعات خطا
 

همین دلیل و آزمون روند ثابتی پیدا شد، به های آموزشداده
عنوان تعداد درخت تعداد مذکور درخت )نقطه زمین لغزشی( به

برآوردگر  10بهینه انتخاب شد. نتایج نشان داد که با تعداد 
رای مقدار درصد مجذور میانگین مربعات خطا دا ترتیببه

 درصد است. 86/29

 جنگل تصادفیروش  با آزمون هایداده ارزیابی -4جدول 
Table 4. Evaluation of test data by random forest method 

 الگوریتم ناپارامتریک
Nonparametric algorithm 

 ضریب تبیین
R2 

 مجذور میانگین مربعات خطا
RMSE 

د مجذور میانگین مربعات خطادرص  
RMSE% 

 اریبی
BIAS% 

 (RF)جنگل تصادفی 
Random forest 

0.40 10.47 29.86 10.98 

 

های آموزش و نمودار میانگین مربعات خطای داده 3شکل    
 وقوع سازی خطرمدلآزمون در برابر تعداد درختان برای 

ی هاکه با تفسیر میانگین مربعات خطای داده لغزشزمین
دهد. جایی که با را نشان می ،آموزش و آزمون حاصل شد

افزایش تعداد درختان تغییری در کاهش میزان میانگین 
 عنوانبه ،شودمربعات خطای آموزش و آزمون مشاهده نمی

مشخص شد  3تعداد درخت بهینه انتخاب شد. با بررسی شکل 
درخت برای  30تقریبی در نقطه  میزان تغییرات مربعات خطا

کند، به همین و آزمون روند ثابتی پیدا می آموزش یهاداده
عنوان تعداد درخت بهینه انتخاب دلیل تعداد مذکور درخت به

 شد.
 

 و اصغر فلاح نسترن نظریانی
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 برای تعداد درختان مختلفلغزش زمین وقوع خطر مودار روند تغییرات میانگین مربعات خطا در برآوردن -3شکل 

Figure 3. Chart of changes in mean square error in estimating the risk of landslides for the number of different 
trees 

 

استفاده الگوریتم  با لغزشزمين وقوع سازی خطرمدل
CART 

CARTسازی با الگوریتم ناپارامتریک نتایج مدل

 

نشان 

مقادیر ضریب تبیین، درصد مجذور میانگین مربعات خطا  ؛داد
دست آمد به 89/5% و 82/20% ،48/0 یبترتبهو اریبی 

 (.5)جدول 
 
 CARTبا روش  آزمون هایداده ارزیابی -5جدول 

Table 5. Evaluation of test data by CART method 
 الگوریتم ناپارامتریک

Nonparametric algorithm 
 ضریب تبیین

2R 
 مجذور میانگین مربعات خطا

RMSE 
طادرصد مجذور میانگین مربعات خ  

RMSE% 
 اریبی

BIAS% 
 CART 0.48 2.02 20.82 5.86  الگوریتم درخت تصمیم

 

براساس نتایج حاصل از بررسی متغیرهای مستقل مؤثر 
 (TPشدت بارندگی ) مشخصهموجود در مدل مشخص شد، 

ی دارد. از فاکتور با سازمدل( بیشترین تأثیر را در 00/1)
 ،=80/0SL) ترتیببهاهمیت دیگر ارتفاع، با درجه 

 76/0 SR=  25/0وTS=خروجی 4در شکل  (.6)جدول  ( بود 
توسط الگوریتم درخت  شده بینیپیش در مقابل مشاهدات

 دهد.را نشان می تصمیم

 

 دلمترتیب درجه اهمیت متغیرهای مستقل موجود در  -6جدول 
Table 6. Order of importance of independent variables in the model 

خصشا  
Index 

 رتبه متغیر
Variable rank 

 درجه اهمیت
Degree of importance 

TP= شدت بارندگی   
Rainfall intensity 

100 1.00 

SL= شناسیحساسیت سنگ   
Lithological sensitivity 

80 0.80 

SR= و بلندی نسبیی پست   
Relative height and height 

76 0.76 

TS= ایشدت لرزه   
Vibration intensity 

25 0.25 

 

 و اصغر فلاح نسترن نظریانی
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 ت تصمیمبینی شده در مقابل مشاهدات در مدل درخهای پیشپراکنش ابر نقاط داده -4شکل

Figure 4. Cloud distribution of predicted data points versus observations in the decision tree model 
 

لگوریتم ااستفاده  با لغزشزمين وقوع سازی خطرمدل
ANN 

نشان داد؛   ANNسازی با  الگوریتم ناپارامتریکنتایج مدل   
مقادیر ضریب تبیین و درصد مجذور میانگین مربعات خطا و 

 عصبی )شبکه MLP 5-7-1با شبکه  ANNاریبی در مدل 
 

لایه پنهان و  7لایه ورودی،  5لایه با تعداد  چند پرسپترون
ی از روش ساز)بهینه  BFGS 5یک لایه خروجی( و الگوریتم

 5در شکل (. 7شبه نیوتنی( دارای دقت بیشتری است )جدول 
که  توسط شبکه شده بینیپیش در مقابل مشاهدات خروجی

 مدل است؛ مورد مقایسه قرار گرفت. ارزیابی در دیگر راهی

 ANN با مدل  آزمون هایداده ارزیابی -7جدول 
Table 7. Evaluation of test data with ANN model 

لگوریتم ناپارامتریکا  
Nonparametric algorithm 

 الگوریتم
Algorithm 

 شبکه
Network 

 ضریب تبیین
R2 

مجذور میانگین مربعات 
RMSE   خطا 

درصد مجذور میانگین مربعات 
%RMSE   خطا 

 اریبی
BIAS% 

 شبکه عصبی مصنوعی
ANN 

BFGS 5 MLP 5-7-1 0.99 2.53 12.28 -3.22 

 

 
 صنوعیمدر مدل شبکه عصبی  بینی شده در مقابل مشاهداتهای پیشقاط دادهپراکنش ابر ن -5 شکل

Figure 5.
 
Cloud distribution of predicted data points against observations in artificial neural network model 

 

 8جدول  طبق مرحله این در اعتبارسنجی از حاصل نتایج    
 خطر سازیکه برای مدل داد با توجه به ضریب تبیین نشان

 (2R=99/0)لغزش مدل شبکه عصبی مصنوعی با زمین وقوع

استفاده دارای  مورد هایروش سایر به نسبت سازیمدل در
 دقت بالاتری است.

 و اصغر فلاح نسترن نظریانی
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 کاوی ناپارامتریکهاز داد استفاده با لغزشزمین وقوع خطر سازیمدل سنجی اعتبار نتایج -8 جدول
Table 8. Validation results of landslide risk modeling using non-parametric data mining 

 مدل
Model 

 مشخصه
Characteristic 

 جنگل تصادفی
RF 

 درخت تصمیم
CART 

 شبکه عصبی مصنوعی
ANN 

 لغزشزمین وقوع خطر
Landslide Risk 

ضریب 
 تبیین

2R 

مجذور 
میانگین 
مربعات 

 خطا
RMSE 

درصد 
مجذور 
میانگین 
مربعات 

طاخ  
RMSE% 

 اریبی
BIAS% 

ضریب 
 تبیین

2R 

مجذور 
میانگین 
مربعات 

 خطا
RMSE 

درصد 
مجذور 
میانگین 
مربعات 

 خطا
RMSE% 

 اریبی
BIAS% 

ضریب 
 تبیین

2R 

مجذور 
میانگین 
مربعات 

 خطا
RMSE 

درصد 
مجذور 
میانگین 
مربعات 

 خطا
RMSE% 

 اریبی
BIAS% 

0.40 10.47 29.86 10.98 0.48 2.02 20.82 5.89 0.99 2.53 12.28 -3.33 

    
 لغزش خاکتوان می جنگلی مناطق تخریبمهم  عواملاز 

 یکی از چالش های زیست عنوانبه لغزشزمیناشاره کرد. 
شود که منجر به تخریب زمین، کاهش محیطی شناخته می
شود سازگان میهای قابل توجهی به بومحاصلخیزی و آسیب

 هایسیستم لاًها معمولغزشزمین اینکهبه دلیل (. 27)
 به نیاز آنها وقوع حساسیت بینیپیش و هستند ایپیچیده

 جمله ژئومورفولوژی، از انسانی و طبیعی مختلف هایداده
 هایداده و سایر اراضی کاربری هیدرولوژیکی، شناسی،زمین

 های مختلفی برایدارد؛ لذا روش محیطی عوامل به مربوط
دارد. انتخاب یک  لغزش وجودزمین وقوع خطر سازیمدل

اولین مرحله  عنوانبهبینی بالا، مدل ارزیابی با ظرفیت پیش
رو در پژوهش پیش ارزیابی حساسیت زمین لغزش است.

کاوی ناپارامتریک جنگل سه روش داده از استفاده ضرورت
در حوزه تصادفی، درخت تصمیم و شبکه عصبی مصنوعی 

 بسیار راضیمورد توجه قرار گرفت. ا های هیرکانیجنگل
 و شوند تخریب نباید که هستند اراضی پرخطر، و پرخطر

 قبیل از شود؛ کارهایی انجام آنها در غیراصولی کارهای
 و زراعی به مرتعی اراضی تبدیل براثر گیاهی پوشش تخریب
دام رویۀبی بر اثر چرای گیاهی پوشش کیفی و کمی کاهش

 زراعی ناوبت نشدن رعایت دار،شیب اراضی در دیم کشت ها،
 جاده؛ مسیر تغییر یا غیراصولی جاده هایدستکاری و احداث و

 ارتفاعات دامنۀ شیب کاهش تبدیل مانند اقداماتی باید بلکه
 ایجاد مناسب، گیاهان جاده، کاهش احداث مسیر به مشرف
 از آن برداشت و ریزدانه سازند حذف مناسب، زهکشی سیستم
بندی حوزه در سه پهنه(. نتایج 17شود ) انجام دامنه سطح

 توزیع بیشترین نشان داد؛ متوسط و خیلی کم، کمکلاس 
 23254کم ) خطر با طبقه به لغزش متعلقمساحت زمین

است. نتیجه حاضر شده با پژوهش  درصد( 76هکتار( )
راستا است. بر اساس پژوهش ( هم17فر و همکاران )احسانی

 مطالعه در درصد از مساحت منطقه مورد 49/75ایشان نیز 
 هایعامل از یکی بارشبسیارکم قرار گرفت.  خطر با محدوده

 بارندگی مقدار افزایش ها است.لغزشزمین وقوع بر مؤثّر
 ی(. نتیجه12شود )می لغزشوقوع زمین افزایش سبب معمولاً

براساس  متغیرها نسبی اهمیت بررسی از دست آمدهبه
دت بارندگی الگوریتم درخت تصمیم نشان داد؛ شاخص ش

داشته است  لغزشزمینسازی وقوع بیشترین اهمیت را در مدل
( در تضاد است. ایشان اذعان 24که با نتایج رفیعی ساردویی )

 حساسیت بندیپهنه در ناچیزی تأثیر داشت بارندگی

دارد. منطقه مورد پژوهش ایشان از لحاظ  لغزشزمین
در آن  زشلغزمینشناسی سخت بود، بنابراین امکان زمین

با توجه به ضریب  اعتبارسنجی از حاصل نتایجکمتر بود. 
از  لغزشزمین وقوع خطر سازیکه برای مدل داد تبیین نشان

بین سه الگوریتم جنگل تصادفی، درخت تصمیم وشبکه 
لایه  5با تعداد  عصبی مصنوعی، مدل شبکه عصبی مصنوعی

 در (2R، 28/ 12=%RMSE=99/0)و  لایه پنهان 7ورودی، 
استفاده دارای دقت  مورد هایروش سایر به نسبت سازیمدل

نتیجه حاصل شده هم راستا با پژوهش آرام و  بالاتری است.
( است. در مقابل با نتیجه پژوهش حیدری و 3همکاران )
( در تضاد است. ارزیابی 29(، شیرانی و نادری )13همکاران )

 ایشانها در پژوهش مدل اعتبارسنجی و بندیطبقه دقت
 یآستانه داشتن ضمن تصادفی مدل جنگل داد نشان
 برای بیشتری اولویت بندی،در طبقه مناسب هایطبقه
 دارد. همچنین با هالغزشزمین بینی رخدادپیش و بندیپهنه

 اشباع شدن خاک توان در نتیجه و بارش میزان ارتفاع افزایش
ها شلغززمین افزایش به منجر که است، یافته افزایش

 به توجهبی طبیعت، در کاریدست کلی طور شود. بهمی
 لغزشزمین وقوع و شدن تحریک موجب شرایط منطقه

اجرای شد، در منطقه پژوهش حاضر نیز با توجه به  خواهد
در بسیاری از مناطق باعث تشدید قاچاق چوب تنفس طرح 

، که در نتیجه تخریب خاک را در پی دارد. در شده است
ون چندگانه در صورت معرفی متغیرهای تحلیل رگرسی

مستقل، همبستگی مورد اشاره موجب افزایش فاکتور تورم 
خطی شود. به طور معمول در شبکه عصبی، همواریانس می

چندگانه و خودهمبستگی بین متغیرها مؤثر نیست و علاوه بر 
آن، نوع روابط بین هریک از متغیرهای ورودی و خروجی 

شود. به همین دلیل دو یز تصحیح می)خطی و یا غیرخطی( ن
عنوان متغیرهای متغیر قطر و ارتفاع در پژوهش حاضر به

(. در 20ورودی برای مدل شبکه عصبی مؤثر واقع شدند )
دست آمده مدل مربوط )شبکه نتیجه با توجه به نتیجه به

نسبت بالایی برای عصبی مصنوعی( دارای دقت محاسباتی به
لغزش نسبت به دو مدل استفاده ینزم وقوع خطر سازیمدل

حاضر است؛ اما چون میزان میانگین  شده دیگر در پژوهش
عنوان متغیر ورودی دارای مربعات خطای مدل انتخابی به

های آموزش، اعتبار و نیز حداقل حداقل اختلاف نسبت به داده
بینی مقدار نسبت به مدل دیگر است، دقت بیشتری برای پیش

 (.33ر پژوهش حاضر دارد )پاسخ مورد هدف د

 و اصغر فلاح نسترن نظریانی
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 گيری کلینتيجه
 نتیجه کند؛ درمی عمل سیستمی صورت به لغزشزمین   

 تهیهدارند.  هایی نقشپدیده چنین وقوع در عوامل همه
 اساسی هایگام از یکی لغزشزمینخطر  حساسیت هاینقشه

 از استفاده با بتوان تا است مناطق ناپایدار شناخت جهت در
 این از ناشی خسارات کاهش لازم جهت هایریزیامهبرن آن

 پژوهش از حاصل هایخروجی به باتوجه .انجام داد را پدیده
 و تصمیم درختجنگل تصادفی،  هایالگوریتم ارزیابی ،حاضر

با مدل  سازیمدل تایجن ؛داد نشانشبکه عصبی مصنوعی 
 بررسی، مورد متغیرهای میان از شبکه عصبی مصنوعی

و بلندی ی پست، کیتولوژیل تیحساسشدت بارندگی،  ترتیببه
 لغزشزمین وقوع دررا  تأثیر بیشترین اینسبی و شدت لرزه

شود در این راستا پیشنهاد می .است داده نشان مطالعاتی هزحو
ای در تلفیق منظور ارزیابی با دقت بیشتر از تصاویر ماهوارهبه

ها در یگر الگوریتمهای زمینی استفاده شود. همچنین داز داده
برای منطقه مورد پژوهش  لغزشزمینسازی خطر وقوع مدل

 استفاده شود و با نتایج پژوهش حاضر مورد مقایسه قرار گیرد.
شود در صورت دسترسی به اطلاعات علاوه بر پیشنهاد می

 شدت بارندگی، میزان بارش هم در نظر گرفته شود.
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اجرا  علوم کشاورزی و منابع طبیعی ساری با حمایت دانشکاه
بدین وسیله از معاونت پژوهشی دانشگاه تشکر و ؛ شده است
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Extended Abstract 
Introduction and Objective: In recent years, the increases in population and expansion of 
settlements in hazardous areas have greatly increased the impact of natural disasters in 
industrialized and developing countries. Landslide risk zoning helps to identify strategic points 
and geographically prone critical areas. Therefore, measures for rapid, safe mitigation and 
strategic planning for the future are important. In fact, landslide risk assessment may be a 
suitable and cost-effective help for land use planning, so in this regard, the aim of the current 
research is to model the risk of landslides using non-parametric data mining in watersheds of 
Hyrcanian forests. 
Material and Methods: For this purpose, the map of landslide risk according to the Mora and 
vahrson method with the effect of factors affecting the occurrence of landslides including 
topographical factors, hydrological and climatic factors, geological factors, land cover factors, 
human factors, hydrographic network from digital elevation model, geological map It was 
prepared using the map of the Geological Organization of the country, and to obtain the 
elevation index and the relative height, first, using the curve of height levels taken from the 
1:25000 topographic maps of the region, the map of the elevation classes was prepared. After 
that, the study area was divided into one-square-kilometer grids, and maps with the lowest and 
highest elevations in one-square-kilometer grids were obtained; in the last step, by subtracting 
these two maps, a map was obtained whose information shows the value of the postal index and 
relative height. Monthly rainfall was also used to obtain the soil moisture index. Finally, 
algorithms of three random forest models, an artificial neural network, and a decision tree 
algorithm were used to model the risk of landslides in the STATISTICA 12.0 software 
environment. 
Results: According to the results, the highest distribution of landslide areas belongs to the low-
risk class (76%). TP, SL, SR, and TS variables were considered the essential factors of landslide 
occurrence based on their importance. The results of validation with three algorithms of RF, 
CART, and ANN showed; According to the coefficient of explanation obtained in modeling the 
risk of landslides, the artificial neural network model with (R2=0.99) is more accurate than other 
methods.  
Conclusion: The results of the present study showed that data mining methods have a high 
capability in predicting the risk of landslides. Therefore, the use of the mentioned methods can 
be considered in reducing the risks associated with landslides and planning for land use. 
 
Keywords: Artificial neural network, Decision tree, Hyrcanian forests, Modeling, Regression  
                    model, Watershed  
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