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ها با استفاده از روش کنترل گروهی دادهرواناب -بارشفرآیندمدلسازي
)GMDH (هاي عصبی مصنوعی و شبکه)ANN( ز پلرودخیه آبزحودر

3يگوغریمیکرهرام شو2يقادرورشک،1يپورنعمت رودسرادلع

چکیده
برداري مناسب از مخازن و ر بهرهباشد که دضروري و پیچیده میفرآیندک یرواناب -بارشمدلسازي 

هاي با استفاده از روشفرآیندمدلسازي این . اي داردریزي صحیح منابع آب نقش عمدهمدیریت و برنامه
بایست روابط صریح بین متغیرهاي از نظر تئوري، در مدلسازي یک سیستم می. مختلفی امکانپذیر است

ت معلوم نبودن روابط صریح بین متغیرها و عدم در حالیکه به عل. ورودي و خروجی معلوم باشند
محور هاي دادهاستفاده از روشبنابراین . باشدهاي ذاتی آنها، استخراج چنین مدلی بسیار مشکل مییتعقط

دهند و کاربردهاي فراوانی در مسائل شناسایی کنترلی محاسبات را در شرایط غیردقیق انجام میکه 
باشد که میهاروشاین از انواع یکی)GMDH(هاروش کنترل گروهی داده. ستناپذیر ااجتناب،اندداشته
يسازهیشبيق براین تحقیدر ا. دکنید میتولنگاشت بین متغیرهاي ورودي و خروجی ک یج یبه تدر
یابیارز. توسعه داده شده استGMDHبر اساس رویکرد ک مدل یز پلرود، یآبرحوزهرواناب - بارشفرآیند
نیز مقایسه ) ANN(هاي عصبیو همچنین با نتایج شبکهشدهنجامايآمارمعیارهاي با استفاده از نتایج 

رها در ین متغیده بیچیروابط پییو شناساینیبشیدر پروشهر دويبالاتواناییاز یج حاکینتا. شده است
بیانگر عملکرد بهتر ي آماري نتایج معیارهامقادیر .دنباشیمیاز بارندگیناشروزانه رواناب ینیبشیپ

.می باشدحوزهدر این رواناب-هاي عصبی در مدلسازي بارشنسبت به شبکهGHMDرویکرد استقرائی 

هايشبکه، هاروش کنترل گروهی دادهمحور، هاي دادهرواناب، روش- مدلسازي بارش:يدیکلهايواژه
آبریز پلرودحوزه، عصبی

مقدمه
ترین واناب یکی از مهمر-مدلسازي بارش

هاي هیدرولوژي در مدیریت منابع فرآینداجزاء 
تخمین دقیق کوتاه مدت و بلند . باشدآب می

تواند اي میهاي رودخانهمدت رواناب و جریان

هاي مختلف مهندسی کمک شایانی به بخش
گیرها براي محافظت آب مانند طراحی سیل

ح برداري صحیمناطق شهري و کشاورزي، بهره
هاي مختلف کشاورزي، از منابع براي بخش

).16(محیطی نمایدشرب، برقابی و زیست

دانشگاه علوم کشاورزي و منابع طبیعی ساري
پژوهشنامه مدیریت حوزه آبخیز

دانشگاه شهید باهنر کرمان، دیاردانشجوي کارشناسی ارشد و استا-3و 1
)kouroshqaderi@uk.ac.ir: نویسنده مسوول(،دانشگاه شهید باهنر کرمان، استادیار-2

6/3/92: تاریخ پذیرش9/7/91: تاریخ دریافت
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هاي دقیق و استفاده و توسعه روشبنابراین 
- بارشفرآیندقابل اعتماد براي مدلسازي 

یک عامل بسیار مهم و تاثیرگذار در وانابر
.   باشدطراحی و مدیریت منابع آب می

عمده براي به طور کلی دو روش 
. بارش رواناب وجود داردفرآیندازي سمدل

روش اول مدلسازي مبتنی بر دانش و روش 
هاي دانش روش. باشددوم مبتنی بر داده می

سازي مبتنی محور به عنوان رویکردهاي مدل
حوزهبر خصوصیات و قوانین فیزیکی حاکم بر 

یکی دربرگیرنده زمدل فی.شوندنیز شناخته می
متغیرهاي ها و تعداد زیادي از پارامتر
فرآیندبایست یک مشاهداتی است که می

.)15(هیدرولوژیکی پیچیده را توصیف نماید
در این روش از یک چهارچوب ریاضی 

مانند شدت و هضحوبر اساس خصوصیات 
مدت بارش، اندازه، شکل، شیب و خصوصیات 

، توپوگرافی، کاربري اراضی،هضحواي ذخیره
هضحونوع خاك و گیاه و خصوصیات اقلیمی 

رواناب استفاده -بارشفرآیندبراي مدلسازي 
علاوه بر خصوصیات فوق، شرایط اولیه . شودمی

توسط بایست میمتغیرها و شرایط مرزي نیز 
در .دنباشمشخص شده معادلات دیفرانسیل

ویژه در کشورهاي در حال بهاکثر مناطق و 
اطلاعاتی وجود ندارند یا توسعه یا چنین 

). 15(دست آوردن آنها بسیار مشکل استهب
محور براي هاي دادهپایه و اساس روش

استفاده و ،هاي هیدرولوژیکیفرآیندمدلسازي 
استخراج اطلاعاتی است که بصورت ضمنی 

هاي هیدرولوژیکی وجود دارند بدون درون داده
اینکه هیچ اطلاعات دقیقی از خصوصیات و 

توسعه . قوانین فیزیکی حاکم وجود داشته باشد

سازي لمحور در مداي دادههو کاربرد روش
رواناب در چند دهه اخیر -بارشفرآیند

اگرچه .اي داشته استگسترش فزاینده
محور ممکن است هاي دادهمدلسازي با روش

هاي فیزیکی فرآیندتوانائی کافی براي تفسیر 
د اما بطور صحیح و ننداشته باشرا هضحودرون 

را هضحوخروجی توانند رواناب دقیقی می
گسترش و توسعه ).15(تخمین بزنند

افزاري و سخت(روزافزون علوم کامپیوتري 
هاي بیشتر دادهدر دسترس بودن و ) افزارينرم

تر باعث ارتقاء کمی و کیفی و دقیق
محور براي شناسایی رویکردهاي مدلسازي داده

هاي فرآیندهاي زمانی الگوهاي موجود در سري
.هیدرولوژیکی شده است

محور که در هاي دادهاز اجزاي اصلی روش
چند دهه اخیر کاربردهاي زیادي در مدلسازي 

هاي مغشوش هاي زمانی غیرخطی و دادهسري
هاي عصبی اشاره توان به شبکهاست میداشته 

هاي عصبی در توانایی و قابلیت شبکه. کرد
هاي زمانی بینی سريمدلسازي و پیش

غیرخطی و مغشوش توسط محققین زیادي به 
از جمله این محققین . اثبات رسیده است

، مینز و هال)2(توان به سو و همکارانمی
، )3(، هو و همکاران)1(، آبراهارت و سی)8(

اشاره ...و ) 17(و وانگ و همکاران) 7(کیسی
. نمود

) FFNN(هاي عصبی پیشروشبکه
هاي عصبی در پرکاربردترین نوع شبکه

بینی رواناب و پیش- مدلسازي بارش
. )4(ندااي بودههاي رودخانهجریان

، مدل محورهاي دادهیکی دیگر از روش
که توسط باشدمیGMDHفراذهنی 
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به عنوان یک روش تجزیه و ) 6(ایواخننکو
تحلیل چند متغیره براي شناسایی و 

. هاي پیچیده توسعه داده شدمدلسازي سیستم
GMDHراي مدل کردن تواند بمی
هاي پیچیده بدون در دست داشتن سیستم

. اي مورد استفاده قرار بگیرددانش ویژه اولیه
بصورت ساختن یک تابع GMDHایده اصلی

رونده تحلیلی مبتنی بر یک شبکه پیش
باشداي میبر اساس توابع انتقالی دو جمله

)9( .GMDH روشی براي شناسایی
هاي ورودي زیاد هاي غیرخطی با متغیرسیستم

اي باشد که شکل ریاضی آن توسط شبکهمی
. شودمتوالی از توصیفات جزئی بیان می

خروجی هر لایه به عنوان ورودي لایه بعدي 
صورت یک شبکه هساختار آن ب.رودبکار می

باشد که مشابه با چندلایه پیشرونده می
با این تفاوت استهاي عصبی مصنوعی شبکه

اي عصبی، ساختار این هکه برعکس شبکه
ها ها در هر لایه و تعداد لایهشبکه، تعداد نرون

فرآینددر طول بایستباشند که میمینامعلوم 
هاي عصبی ساختار شبکه. دنشوآموزش تعیین 

این در حالی.گرددتوسط طراح تعیین می
طراح نقش بسیار GMDHست که در ا

کمتري در تعیین بهترین توپولوژي و ساختار
شبکه دارد و این خود شبکه است که به مرور 

آموزش . کندساختار خود را بازسازي می
پارامترهاي این شبکه براساس رویکرد تخمین 

این مدل . )12(حداقل مربعات انجام می شود
هاي مختلف اي در زمینهبطور گسترده

براي برخورد با عدم تحقیقاتی و کاربردي 
یرخطی هاي خطی و غها، سیستمقطعیت

توسط محققان مختلفی مورد استفاده قرار 

کاربردهاي بسیار کمی از این . گرفته است
روش در مهندسی منابع آب 

).16(گزارش شده است
در GMDHاز آمیزي کاربردهاي موفقیت

مهندسی، علوم و اقتصاد شامل شناسائی 
ها، فرآیندمدت بینی کوتاهقوانین فیزیکی، پیش

ا در متغیرهاي گسسته و شناسائی الگوه
نیکولایف  و .)16(استگزارش شده پیوسته 
از این روش براي مدلسازي )11(هیتوشی

هاي مختلف علمی هاي زمانی در شاخهسري
اقتصادي استفاده مانند اکولوژي، هواشناسی و

از این )10(زاده و همکاراننریمان.کردند
سازي چندمنظوره دینامیک روش براي بهینه

رارتی موتورهاي سوخت هواپیما بهره ح
از این روش ) 13(قادري و همکاران.گرفتند

برداري هوشمند از مخازن در مدلسازي بهره
بینی براي پیش)5(هوانگ. استفاده نمودند

قیمت فروش ارتباطات مخابراتی از ترکیب 
GMDHبا منطق فازي استفاده نمود .

ات در این تحقیق با توجه به خصوصی
محدوده مطالعاتی، وجود روابط غیرخطی بین 

داد زیاد متغیرهاي ورودي و خروجی، تع
هاي موجود و در عدم قطعیتمتغیرها، 

یک مدل هاي مشاهداتی، دسترس بودن داده
که قابلیت یادگیري بسیار GMDHقدرتمند 

و توانائی برخورد با مسائلی با متغیرهاي بالا
افزار نویسی نرمه، در محیط برنامزیاد را دارد
MATLABبراي . توسعه داده شده است

مدل توسعه یافته، نتایج نتایج بررسی و تایید 
بارش فرآینداین مدل با نتایج مدلسازي 

هاي عصبی در رواناب با استفاده از شبکه
. پلرود گیلان مقایسه شده استهضحو
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هامواد و روش
)GMDH(هاگروهی دادهکنترلروش 
هاي قیقات زیادي براي استفاده از روشتح
گرا به عنوان ابزار موثري جهت شناسائی تکامل

یکی از این . ها صورت گرفته استسیستم
باشد که یک میGMDHها، الگوریتم روش

تدریج ه رویکرد خودسازماندهی بوده و ب
تري در طول ارزیابی عملکرد هاي پیچیدهمدل

ی تولید هاي ورودي و خروجمجموعه داده
- ارتباط بین متغیرهاي ورودي. کندمی

توان با سري توابع ولترا که خروجی را می
اي گسسته شده مشابه با چندجمله

.باشد بیان نمودگابور می- کولموگروف
)1(

که mxxxX ,..., 21 بردار متغیرهاي ورودي
و maaaaA ,...,,, 210باشندها میبردار وزن .

تواند هر گابور می- کولموگروفايچند جمله
توالی تصادفی ایستا را تقریب بزند و توسط هر 
روش تطبیقی یا یک سیستم معادلات نرمال 

با الهام ایواخننکو. گوسین قابل محاسبه است
را GMDHالگوریتماي،چندجملهاین از

به خانواده GMDHروش . )6(توسعه داد
تعلق دهی هاي فراکاوشی خود سازمانروش

دارد که از مفاهیم جعبه سیاه، مفهوم 
.)11(کندهمبستگی و استقرا استفاده می

یک شبکه پیشرونده ساختار این روش بصورت 
هاي باشد که از یک سري نرونچندلایه می

هاي نرون. پشتیبانی تشکیل شده است
تابع . پشتیبانی حداقل داراي دو ورودي هستند

تواند بصورت میها انتقال یا محرك این نرون
اي خطی یا غیرخطی بصورت یک چندجمله
:زیر بیان شود

)2(
215

2
24

2
1322110 xxwxwxwxwxwwY 

. اي هستندضرایب چندجملهتا که
شماتیکی از این روش همراه با ساختار هر 

ارائه شده ) 1(در شکل ) N-Adaline(نرون
براي تولید GMDHدر الگوریتم. است
مام متغیرهاي ورودي با هاي لایه اول، تنرون

هم ترکیب شده و تمام ترکیبات دوتائی 
. شوندمتغیرهاي ورودي درنظر گرفته می

بعنوان مثال اگر تعداد متغیرهاي ورودي
هاي لایه اول برابر باباشد، تعداد نرون
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12/)1( mLormm براي . باشدمی

ز معیاربایست اتعیین ساختار شبکه، می
براي انتخاب نرون توصیف کننده آستانه

این معیار . باشند استفاده نموداهداف می
:صورت زیر استهب
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N-Adalineنرون یاساختار هر: )B(و GMDHشماتیکی از ساختار : )A(- 1شکل

آموزش پارامترها
یک تابع GMDHهر نرون در ساختار 

این تابع . کندها را اجرا میغیرخطی از ورودي
ضرایب . باشدمی)2(رابطه بصورت غیرخطی

گانه هر نرون در شبکه از طریق رویکرد 6
شوند که مراحل حداقل مربعات محاسبه می

. صورت زیر استهانجام این کار ب
ردار وروديــبNید ــرض کنــف

Xn = (xn1 ,xn2,...xnp) کهn= 1, 2, ..., N در
که هرشته باشدمجموعه آموزشی وجود دا

مقدار . اندمقدار صحیح تشکیل شدهPکدام از
. شودنشان داده میام باnمطلوب خروجی

گانه براي 6اي از ضرایببایست مجموعهمی
هر نرون پیدا شود طوریکه میانگین مربعات 

و مقدار ynهاي این نرونخطا بین خروجی
با استفاده از معادلات .اشدحداقل بواقعی

دست هنرمال گوسین، این ضرایب بصورت زیر ب
:آیندمی

)4(

ماتریس یک صورت هتوان بمعادلات فوق را می
:نشان داد

)5(
،N×1داراي ابعادWوX، هايماتریس

6×N معادلات نرمال با استفاده . هستند6×1و
از ضرب طرفین رابطه بالا در ترانهاده ماتریس

Xآیندبدست می:
)6    (

XX Tتوان بوده و می6×6ماتریسیک
دست هضرایب را با استفاده از روش معکوس ب

. آورد
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است ضریب 6اي از شامل مجموعهWریسمات
هاي صحیح با که قادر به تقریب خروجی

مراحل . باشدحداقل میانگین مربعات خطا می
هاي لایه اول و همچنین فوق براي تمام نرون

هاي بعدي نیز تکرار هاي لایهبراي تمام نرون
بعد از بدست آمدن ضرایب بر اساس . شوندمی

هاي عملکرد نرونهاي آموزشی، شاخص داده
بدست آمده از طریق همبستگی یا محاسبه 

هاي میانگین خطاي مربعات بین خروجی
شوند و تنها هاي کنترل محاسبه میواقعی داده

هایی که داراي شاخص عملکرد بالاتر از نرون
ساخت هستند براي )3رابطه (مقدار آستانه

.شوندانتخاب میلایه بعدي 
لعهمورد مطاحوزهمشخصات 

آبریز پلرود در بخش انتهایی شرق حوزه
تا =435000Xهايگیلان بین طول

450000X=4095000هاي و عرضY= تا
4110000Y= در سیستمUTM واقع شده

آبریز رودخانه پلرود حوزهمساحت . است
حوزهشکل . باشدکیلومتر مربع می1765

کیلومتر و 223حوزهآبریز بادبزنی و محیط 
. باشدکیلومتر می80اخه اصلی آن طول ش

آبریز پلرود در استان گیلان در حوزهموقعیت 
رودخانه .نشان داده شده است) 2(شکل

اي دائمی است که پس از پلرود، رودخانه
هاي ترین رودخانهسفیدرود یکی از پرآب

منطقه گیلان بوده و در شهرستان رودسر قرار 

ی است که پلرود رودخانه نسبتاً بزرگ. دارد
هاي شمالی هاي قسمت وسیعی از دامنهآب

ارتفاعات البرز مرکزي را که شامل ارتفاعات 
آوري و شود جمعجنوب و غرب دیلمان نیز می

هاي اولیه شاخه. رساندبه دریاي خزر می
3695ارتفاع (هاي سماموسرودخانه از کوه

واقع در ) متر3945ارتفاع  (و خشچال) متر
شمال شرقی قزوین سرچشمه کیلومتري50
شیب رودخانه پلرود زیاد است و پس . گیردمی

از ورود به دشت از آب آن جهت آبیاري بیش 
هکتار از اراضی کشاورزي استفاده 8000از 
.گرددمی

هاي پلرود و موقعیت ایستگاههزحو
در حوزههواشناسی و هیدرومتري در این 

قیق در این تح.نشان داده شده است) 3(شکل 
، R(ka)هاي کاکرودهاي بارندگی ایستگاهاز داده

، اسپیلیR(mo)، موسی کلایهR(dr)درازلات
R(es)و دیارجانR(di) که بصورت روزانه و

هاي داراي طول آماري هفت سال بین سال
هاي مشاهداتی و دادهباشندمی1382- 1389

به عنوان متغیرهاي هاي قبلرواناب در زمان
هاي داده.استفاده شده استورودي مدل 

در ایستگاه Q(t)مشاهداتی جریان رودخانه 
هیدرومتري درازلات به عنوان متغیر خروجی 

حوزهرواناب -بارشفرآیندسازي براي شبیه
ANNو GMDHآبریز پلرود توسط دو مدل 

.استدر نظر گرفته شده 
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ز پلرود در استان گیلانبخیآحوزهموقعیت - 2شکل

بررسی صحت مدل
قبل از اینکه نتایج بدست آمده از مدل

ارائه گردد لازم است که GMDHهوشمند 
صحت مدل توسعه داده شده توسط توابع 

در ادامه . استاندارد مورد بررسی قرار گیرد
نشان داده شده است که چگونه مدل هوشمند 

توسعه داده شده براي GMDHفراذهنی 
آینده یکسري زمانی بینی مقادیر پیش

سري .مغشوش مورد استفاده قرار گرفته است
زمانی مورد استفاده در این تحقیق معادله 

باشد که میMackey-Glassدیفرانسیلی 
:گرددبصورت زیر تعریف می

)7 (   

 
 t

t

tt bx
x

ax

dt

dx












101

و 2/0ترتیب برابر با ه بbو aکه مقادیر 
بینی مقادیر آینده این پیش. باشندمی1/0

سازي سري زمانی یک مسئله پایه در مدل
باشد که توسط محققان بسیاري مورد می

.)15(استفاده قرار گرفته است
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آبریز پلرودحوزهسنجی و هیدرومتري در نقشه هاي بارانموقعیت ایستگاه- 3شکل 

هدف این مدلسازي، استفاده از مقادیر گذشته 
بینی براي پیشtزمانی تا زمان این سري

t+Pمقادیر این سري زمانی در گام زمانی 

روش استاندارد براي انجام این نوع . باشدمی
این Dبینی ایجاد یک نگاشت از نقاط پیش

از هم هستند سري زمانی که به فاصله
یعنی        ttDt xxx ,,...,1  در فضاي
t+P(x(بینی مقادیر آینده یشها براي پورودي

،Dبراي این کار مقادیر پارامترهاي . باشدمی
 وP مشابه با آنچه که دیگر محققان در نظر

انتخاب 6Pو 4Dگرفتند بصورت
گام زمانی انتخاب شده براي مسئله . اندشده

و شرایط اولیه در نظر گرفته 1/0فوق برابر با 

به . باشدمیو=2/1x(0)شده بصورت 
x(t)این ترتیب با استفاده از حل عددي مقادیر 

. آیدبدست می2000تا صفر بینtبراي 
Mackey-Glass ،1000حل سري زمانی از 
ی ـــروجــــــخ-داده وروديت ــجف

صورتهب          661218 :,,,  ttttt xxxxx

قرار 1117تا 118بین tآید که دست میهب
جفت داده اولیه به عنوان 500از . دارد
جفت داده 500هاي آموزشی و از داده
مانده براي اعتبارسنجی استفاده شده باقی
براي بررسی نتایج بدست آمده از . است

ماري استفاده شده مدلسازي از چندین معیار آ
این معیارهاي آماري شامل مجموع .است

سنجی کاکرودباران

سنجی ایستگاه باران
و هیدرومتري درازلات

سنجی اسپیلیباران

سنجی دیارجانباران

سنجی موسیباران
کلایهاسپیلی سنجی پیرکوهباران

17
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، )MSRE(مربعات میانگین خطاي نسبی
مجموع مطلق میانگین خطاي نسبی

)MSRE(ضریب راندمان ،)CE ( و انحراف
صورت هاین معیارها ب.باشندمی)RB(نسبی

.شوندزیر تعریف می
)8(

 
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

n
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n

i

i
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1

ˆ1

Q̂هاي مشاهداتی،دادهiQها، تعداد دادهnکه 

هاي میانگین دادهQوحاسباتیهاي مداده
بیانگر MPREو MSRE. مشاهداتی است

RBزي، شاخصی براي بیان دقت نسبی مدلسا

هاي تولید شده که پاسخگر این است بیان
نسبت به مقادیر مطلوب کمتر تخمین زده 

کننده شاخصی بیان)CE(اند یا بیشتر وشده
ها توسط مدل براي تولید مناسب پاسخ

بین صفر تاMSREدامنه تغییرات . باشدمی

5/0باشد در حالیکه مقادیر بین صفر تا می
دامنه تغییرات . مقادیر قابل قبول هستند

MPREنیز بین صفر تادامنه . باشدمی
باشد که میتا بینRBتغییرات 

مقادیر منفی بیانگر تخمین بیش از حد و 
مقادیر مثبت بیانگر تخمین کمتر از حد 

بین) CE(چنین دامنه تغییرات هم. باشندمی
 بوده و بنا به نظر محققان مقادیر + 1تا

بخش و مقادیر بالاي بسیار رضایت9/0بالاي 
نتایج حاصل از ). 17(باشندقابل قبول می7/0

گلاس در دوره مدلسازي سري زمانی مکی
و 5و 4هاي شکلآموزش و اعتبارسنجی در

هاي آماري شاخصه شده براي مقادیر محاسب
مقایسه مقادیر .ارائه شده است1در جدول 

مطلوب و تخمین زده شده مقادیر این سري 
زمانی در دوره آموزش و اعتبارسنجی و 

هاي بسیار مطلوب شاخصهمچنین مقادیر 
چه در دوره آموزش و چه دوره آماري 

حاکی از توانایی و عملکرد بسیار اعتبارسنجی 
توسعه داده شده در تخمین و بالاي مدل

.باشدهاي زمانی میبینی سريپیش

اعتبارسنجیدر مرحله آموزش و Mackey-Glassبینی سري زمانی هاي آماري پیششاخص- 1جدول
CEMSREMPRERBمعیارها

-97/00025/0036/00026/0مرحله آموزش
- 96/00028/00365/0012/0اعتبارسنجیمرحله 
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در مرحله آموزشMackey-Glassسري زمانی سازي شده مقایسه مقادیر مطلوب و شبیه- 4شکل

اعتبارسنجیر مرحله دMackey-Glassسري زمانی قایسه مقادیر مطلوب م-5شکل

و بحثنتایج 
حال که صحت مدل توسعه داده شده 

بینی مقادیر آینده سري زمانی توسط پیش
،د تایید قرار گرفتگلاس مورمکی
بارش فرآیندسازي توان از آن براي شبیهمی

. رواناب در محدوده مورد مطالعه استفاده نمود
هاي بارندگی در این تحقیق از داده

هاي کاکرود، موسی کلایه، دیارجان، ایستگاه

صورت روزانه و داراي هاسپیلی و درازلات که ب
تا 1382هاي طول آماري هفت سال بین سال

از می باشند به عنوان ورودي و1389سال 
هاي مربوط به جریان رودخانه که در داده

هاي باران سنجی در دست این ایستگاهپایین
بصورت روزانهایستگاه هیدرومتري درازلات

گیري شده به عنوان خروجی مشاهداتی اندازه
مدل دررواناب-بارشفرآیندسازي شبیهبراي 
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GMDH وANNتمام . انددر نظر گرفته شده
توسط رابطه زیر به ازي سمدلها قبل از داده

.اندصورت نرمال در آمده
Xn = )8  (

هاي هر سري و دادهXداده نرمال شده، Xnکه  Xmax وXmin به ترتیب بیشترین و کمترین
براي انتخاب . باشدمقدار در هر سري می

SPSSافزار متغیرهاي ورودي با استفاده از نرم

هاي رواناب آزمون هاي بارندگی و دادهبین داده

هاي و بین داده) CCF(تقاطعیهمبستگی
انجام )ACF(خودهمبستگی آزمون رواناب

داري بین مشخص گردید که رابطه معنی. شد
با میزان رواناب در tمیزان رواناب در زمان 

در . وجود داردt-5تا t-1تاخیرهاي زمانی 
هاي رواناب با تاخیرهاي زمانینتیجه از داده

t-1 تاt-5ورودي استفاده به عنوان متغیرهاي
هاي فوق با استفاده از آزمون. شده است

هاي ها بدست آمده که حالتوروديساختار 
.آورده شده است) 2(در جدولمختلف آن 

GMDHهاي مختلف ورودي به مدلحالت- 2جدول
هاساختار وروديحالت
1Q(t) = f { R(ka), R(mo), R(di), R(dr),R(es), Q(t-1), Q(t-2) }حالت 

} 2Q(t) = fحالت  R(ka), R(mo), R(di),R(es), R(dr), Q(t-1) }

3Q(t) = f { R(ka), R(mean dr,es,mo,di), Q(t-1), Q(t-2), Q(t-3) }حالت 

4Q(t) = f { R(ka), R(es), R(di), R(dr), Q(t-1), Q(t-2), Q(t-3)}حالت 

,5Q(t) = f { R(mean es,mo,di), R(ka), R(dr), Q(t-1), Q(t-2)حالت  Q(t-3), Q(t-4) }

6Q(t) = f {R(ka), R(dr), Q(t-1), Q(t-2), Q(t-3), Q(t-4), Q(t-5) }حالت 

درصد70ازGMDHمدلتوسعهدر 
ها براي دادهدرصد30ازها براي آموزش وداده

به عنوان .استفاده شده استاعتبارسنجی 
و GMDHنمونه نتایج حاصل از توسعه مدل 

ANNرواناب -بارشفرآیندسازي براي شبیه
6هايبصورت نمودار در شکلپنجمدرحالت 

و معیارهاي آماري محاسبه شده براي 8تا 
آورده شده 4و 3ولاها در جدکلیه حالت

سازي شده دبی مقادیر شبیه6در شکل .است

روزانه با استفاده از مدل توسعه داده شده 
GMDH و مقادیر مشاهداتی دبی در دوره

7در شکل . آموزش نشان داده شده است
سازي شده و مقادیر مشاهداتی مقادیر شبیه

دبی روزانه در دوره اعتبارسنجی ارائه شده 
سازي همچنین مقادیر دبی روزانه شبیه. است

صبی در دوره شده با استفاده از مدل شبکه ع
.ارائه شده است8اعتبارسنجی نیز در شکل 
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GMDHرواناب محاسباتی و مشاهداتی در دوره آموزش مربوط به مدل -6شکل

GMDHبه مدلمربوط اعتبارسنجیرواناب محاسباتی و مشاهداتی در دوره - 7شکل

ANNرواناب  مشاهداتی توسط سازي شده ورواناب شبیه- 8شکل
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اعتبارسنجیوآموزشدرمرحلهGMDHشدهدادهتوسعهمدلمربوط بهآماريهايشاخص- 3جدول
CEMSREMPRERBمعیارها

- 865/012/019/006/0آموزشحالت اول
- 834/06/03/017/0اعتبارسنجی

- 895/011/02/006/0آموزشحالت دوم
- 836/07/031/02/0اعتبارسنجی

- 89/01/018/01/0آموزشحالت سوم
- 79/06/029/015/0اعتبارسنجی

- 86/01/019/005/0آموزشچهارمحالت
- 81/06/028/02/0اعتبارسنجی

- 94/01/019/006/0آموزشپنجمحالت
- 895/0345/028/013/0اعتبارسنجی

- 905/012/02/006/0آموزشششمحالت
- 87/013/022/009/0اعتبارسنجی

در دوره اعتبارسنجیANNمدلمربوط بهآماريهايشاخص- 4جدول
CEMSREMPRERBمعیارها

- 85/04/032/031/0حالت اول
- 80/034/034/049/0حالت دوم
- 81/030/033/041/0حالت سوم

- 79/034/042/051/0حالت چهارم
- 86/045/033/030/0حالت پنجم
- 84/041/031/030/0حالت ششم

- بارشفرآیندسازي نتایج شبیهمقایسه 
زمانی پلرود در مقیاسز خیآبحوزهرواناب در 

نشان ANNو GMDHروزانه توسط دو مدل 
ANNو GMDHهر دو مدل دهد کهمی

فرآیندسازي داراي توانایی بالایی در شبیه
در هر دو مدل .باشندرواناب می-بارش

هاي رواناب با تاخیرهاي زمانی از دادهاستفاده 
مختلف تاثیر مطلوبی در بهبود نتایج داشته 

در GMDHدر مجموع نتایج مدل . است
حوزهرواناب در -بارشفرآیندسازي شبیه

ز پلرود در مقیاس روزانه بهتر از مدل خیآب
ANNاي مقایسهبه عنوان نمونه . بوده است

در حالت پنجم هاي آماري بین مقادیر شاخص
.ارائه شده استدر دوره اعتبارسنجیمدلسازي 

895/0برابر با GMDHبراي مدل CEضریب 
بدست آمده 86/0برابر با ANNو براي مدل 

هرچه مقدار این ضریب به یک نزدیکتر . است
باشد بیانگر رضایت بخشی بیشتر نتایج بدست 

به ترتیب براي MSREمعیار . باشدآمده می
45/0و 345/0برابر با ANNو GMDHمدل 

قابل 5/0محاسبه شده که مقادیر بین صفر تا 
به مقدار این شاخص باشند و هرچهقبول می

مطلوبترسازي نتایج شبیهصفر نزدیکتر باشد 
بدست آمده از نتایج MPREمعیار .باشدمی

و 28/0برابر با ANNو GMDHمدل 
هبمقادیر هرچه این محاسبه شده که 33/0

نتایج بیانگر این است که نزدیکتر باشدصفر 
معیار .از دقت بالاتري برخوردارندسازيشبیه
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RB محاسبه شده از نتایج مدلGMDH و
ANN 30/0و -13/0به ترتیب برابر با -

باشند که هرچه این مقادیر به صفر نزدیکتر می
هاي تولید تخمین مناسبتر پاسخباشد بیانگر 

.باشدهاي مطلوب میشده نسبت پاسخ
به عنوان نمونه 10و 9هاي در شکلهمچنین

براي حالت سوم نمودار رگرسیونی همراه با 
و GMDHبراي مقایسه دو مدل Rضریب 

ANNرسیون ضریب رگ. آورده شده است
محاسبه شده براي نتایج بدست آمده از مدل 

GMDH هاي و براي شبکه945/0برابر با
همانطور که . بوده است895/0عصبی برابر با 

دهد نتایج مقادیر این ضرایب نیز نشان می
حوزهتخمین زده شده براي رواناب خروجی از 

پلرود در ایستگاه درازلات با استفاده از دو مدل 
. ده داراي دقت بسیار بالایی هستنداستفاده ش

، )2(ولی در همه حالات ارائه شده در جدول

ANNبیشتر از مدل GMDHدقت مدل 

.باشدمی
کنترل روش در این تحقیق با استفاده از 

مدلی جهت ) GMDH(هاگروهی داده
رواناب رودخانه پلرود -بارشفرآیندسازي شبیه

حاصل از آموزش نتایج. توسعه داده شده است
دهد که روشو ارزیابی این مدل نشان می

GMDHتواند به عنوان یک ابزار مناسب می
رواناب و - بارشفرآیندجهت مدلسازي 

هاي پیچیده فرآیندهاي زمانی سري
.با دقت مناسب به کار برده شودهیدرولوژیکی 

همچنین مقایسه نتایج این مدل با شبکه هاي 
بارش فرآیندسازي هعصبی مصنوعی براي شبی

دهد که در رواناب در مقیاس روزانه نشان می
GMDHاغلب موارد معیارهاي آماري در مدل 

.اندتري بودهمناسبداراي مقادیر

GMDHمشاهداتی توسط سازي شده ورواناب شبیه- 9شکل

R =0.945
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ANNمشاهداتی توسطسازي شده ورواناب شبیه-10شکل
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Rainfall Runoff Modeling using Group Method of Data Handling
(GMDH) and Artificial Neural Network (ANN) IN In Polrood Basin

Adel Pournemat Roudsari1, Kourosh Qaderi2 and Shahram Karimi-Googhari3

Abstract
Rainfall-runoff modeling is an essential process and very complicated phenomena

that is necessary for proper reservoir system operation and successful water resources
planning and management. There are different methods like conceptual and numerical
methods for modeling of this process. Theoretically, a system modeling required
explicit mathematical relationships between inputs and outputs variables. Developing
such explicit model is very difficult because of unknown relationship between variables
and substantial uncertainty of variables. In this case, Data driven methods which are
based on imprecise conditions and evolutionary algorithms have shown capabilities in
many nonlinear systems identification and control issues. One of these intelligent
methods is Group Method of Data Handling (GMDH). This method produce complex
model during the performance evaluation of input and output information sets
increasingly. So in this research we have developed a model based on GMDH for
rainfall-runoff modeling in Polrood basin located in North of Iran in Guilan province.
Results have evaluated using statistical criteria and compared with an artificial neural
network (ANN) model. Results have shown the high performance of two methods for
rainfall runoff modeling in dairy scales. Based on statistical criteria, experiment results
indicates that the GMDH model was powerful tool to model rainfall runoff time series
and can be applied successfully in complex hydrological modeling.

Keywords: Rainfall-Runoff modeling, Data Driven Method, GMDH, ANN, Polrood
basin
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