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در.داردبردررادیگرمشکلاتومسایل
بارمقدارتخمینرودخانه،مهندسیهايطرح

برخوردارزیادياهمیتازرودخانهرسوبی
دریافتهانجاممطالعاتبواسطه اثر. است

دررسوبانتقالفرآینددركزمینه
هیدرولیکبنامايشاخهطبیعی،هايرودخانه

مسائلبهکهآمدهبوجودرسوباتانتقال
. پردازدمیهارودخانهرسوبتخمین

وبودهايپرهزینهکاررسوبگیرياندازه
هايروش.کندمیطلبراخاصیامکانات
گروهدودرتوانرا میرسوبمیزانتخمین

اول،سريهايروشرویکرد.کردبنديدسته
مفاهیم بهتوجهباریاضیهايمدلایجاد

معادلاتحلوذراتانتقالفیزیکی
میدانحلهمراهبهرسوبهیدرودینامیک

بههااین روشاینکهبهتوجهبا.استجریان
نتایجطرفیازوبودهنیازمندمتنوعیهايداده

یکازایستگاهیکدرحتیآنهاازحاصل
نبودهمشابهویکسانمعمولاًرودخانۀ مشخص

محققانباشد،میمشکلآنهاازیکیتخابانو
بینیپیشعملی برايهايراهجستجويدر

روشایجادباعثآنهاتلاشواندبرآمدهرسوب
رسوبسنجهمنحنیروشبهموسومدیگري

وروابطازبسیاريهمچنین.شده است
اساسبرتخمین رسوبفعلیهايتکنیک
بهکهاستاستوارمتغیرهابینخطیروابط
رارسوبواقعیوپیچیدهرفتارخوبی
.)2(کنندنمیبینیپیش

برايرابطهیکآوردنبدستفرآیند
مسألهیکاساسیبطوررسوب،میزانتخمین
عصبیهايو شبکهاستغیرخطینگاشت

اینگونهحلدرتوانمندابزاريبعنوانمصنوعی

ازاستفادهبنابراین.آیندمیبشمارمسائل
عصبیهايشبکهمثلغیرخطیهايمدل

برايمناسبحلراهیک)ANN(مصنوعی
رسدمینظربهرسوبواقعیرفتارسازيمدل

وانسانمغزازالهامباروشاین.)14(
روابطهادادهدرنهفتهدانشبهدستیابی

بهراآنهاوآوردهبدستراهادادهبینموجود
استنشدهمواجهآنهابامدلکهمواردي
بامدلهاروشایندر.ددهنمیتعمیم

آموزشدادههايسريدستهیکازاستفاده
ازحاصلاطلاعاتازاستفادهباوبینندمی

.گردندمیتعیینشبکههايوزنها،داده
یاتعمیمقابلیتاطلاعات،توزیعیازشدپر

ازبودن،مقاوموموازيپردازشیابی،درون
شماربههاروشاینهايگیویژترینعمده

.)13(رودمی
در مطالعه برآورد) 7(دستورانی و همکاران

عصبیشبکهازاستفادهبامعلقرسوبات
نتیجه جامیشانآبخیزحوزهدرمصنوعی 

نتایج قابلمصنوعیعصبیکه شبکهگرفتند 
ایستگاهدرمعلقبارسازيشبیهجهتراقبولی

طلوعی و نتایج مطالعه . کندمیارائهحیدرآباد
بارمکانیزمانی وتخمیندر)15(همکاران 

از زمیناستفادهباآجی چايرودخانهمعلق
دهندهننشا،عصبی مصنوعیشبکهوآمار

تر شدن شبکه عصبی درصورت استفاده مناسب
معلقبارمکانیبرآورددراز علم زمین آمار

با مقایسه) 16(ولی و همکاران.باشدمیماهانه
ومصنوعیعصبیهايشبکههايمدلکارآیی

جریانرسوببینی بارپیشبرايرگرسیون
به این ) سمندگانآبخیزحوزهمورديمطالعه(

که از مقایسه نتایج دست یافتندنتایج
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کهزمانیشود،میهاي مختلف استنباطمدل
شاخصنظیرژئومورفولوژیکیپارامترهاي
تراکم شاخصوديگرشاخصناهمواري،

ارزیابینتایجشوندواردسازيمدلدرزهکشی
)6(دهقانی و همکاران .شودمیترمناسبنهاآ

بهشترودخانهمعلقرسوببا مطالعه تخمین
ازاستفادهبا)هاي کاروناز سرشاخه(آباد

دست مصنوعی به این نتایجعصبیشبکه
بامصنوعیعصبیشبکهروشکهیافتند
متوسطخطايمربع،98/0بیینتضریب
منحنیروشبهنسبتبالاتريدقتاز001/0

خطايمربعو778/0تبیینضریبباسنجه
رسوبمعلقبارتخمینبراي043/0متوسط
مساعدي و .بودبرخوردارآبادبهشترودخانه
به منظور برآورد رسوب انتقالی )11(هاشمی

به کمک شبکه عصبی مصنوعیدر طول سال، 
با رااین مقادیر.مقادیر رسوب را برآورد کردند

نتایج  نشان داد دند،نمومقایسهمنحنی سنجه
هاي شبکه عصبی مصنوعی به طور خطاي مدل

هاي منحنی سنجه متوسط نصف خطاي مدل
رسوب بوده ضمن آنکه خطاي مدل ماهانه نیز 

نجفی و .بسیار کمتر از خطاي مدل سالانه بود
رودخانه آورد رسوباتبران میز)12(همکاران 

با استفاده از روش رگرسیون رارودزاینده
هاي عصبی شبکهآماري و دو روش از 

دادنتایج نشان . نمودندسازيمدلمصنوعی،
هاي روشسه باــدر مقایMLPه مدل ــک

GRNN و رگرسیون آماري، تطابق بیشتري با
اوییلن وآچیت. گیري شده داردمقادیر اندازه

ند کهدادنشانرسوببرآوردبررسیدر) 1(
درصد20-25شدهبینیپیشمقادیراولاً،

طبقثانیاً،. استواقعیمقادیرازبیشتر

بهنیازتردقیقبرآوردموجود،هاي زمانیسري
یشترینبهمچنین.مدت داردطولانیهايدوره

بهارو سپسپاییزبهمربوطرسوبمقدار
بررسی جهتکنندمیادپیشنهایشان. باشدمی

موردبایدنیزراهواییوآبتغییراتتر،دقیق
دو، از)5(بهاتاچاریا و همکاران .قرار دادتوجه
عصبیشبکهشاملماشینییادگیريروش

تصمیم جهتدرختهايمدلومصنوعی
رودخانهبارکفوبارکلانتقالسازيمدل

رارکفباانتقالهايمدلنتایجوکردنداستفاده
همکارانوپارکربگنولد، انیشتین،هايمدلبا
انتقالهايمدلنتایجهمچنینوریجنوانو

بگنولد،ایکرز،وایتهايمدلباراکلبار
.کردندمقایسهریجنوانوو هانسونانگلوند

ماشینیگیريیادهايمدلآنان،نتایجطبق
ازوداردهادیگر روشبهنسبتبیشتريدقت
تصمیمدرختمدلمذکور،هايمدلبین

کمت کریم و آلپح.دادنشانراخطاکمترین
هاي عصبی تعمیم یافتهاز الگوریتم شبکه)8(
)GRNN (پیشخور پس انتشار خطاو)FFBP(

جهت برآورد رسوب معلق رودخانه استفاده 
میانگین مربع خطا و ضریب همبستگی .کردند

.ر گرفتندـعنوان معیار مقایسه در نظبه
منظور برآورد بههاي عصبی شبکههايارزیابی

رسوب معلق در حوزه جونیاتا آمریکا مناسب 
.باشندمی

هدف از این مطالعه به دست آوردن 
شبکه عصبیسهالگوریتم مناسب در 

fitting network،1پیش خور پس انتشار خطا

منظور بهCascade Forward backpropو 
مورد مطالعه منطقهزان رسوب در برآورد می

.باشدمی
1- Feed-Forward Back Propagation
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هامواد و روش
موقعیت منطقه مورد مطالعه

تا 46°51'بین استان لرستان در غرب ایران، 
شرقی از نصف النهار گرینویچ و طول3°50'
عرض شمالی از خط 34°22'تا 37°32'

28558استوا قرار گرفته و وسعت آن حدود 
رضا یا رود ولم خانه کاکارود.مربع استکیلومتر

طول بالرستاناستاندرسلسلهدر شهرستان
42'38''و عرض جغرافیایی14°44'21"
ه ـه بزرگترین رودخانـاین رود ک.قرار دارد°33

هاي جنوب غربی باشد از کوهمنطقه الشتر می
و پس از عبور از جنوب هالشتر سرچشمه گرفت

مشرق به ر و مجاورت بسطام از طرفتالش
کند و به ویژه غربی جریان پیدا مینوبجطرف 

.باشددر فصل بهار سیلابی و غیر قابل عبور می
طول آباد باچم انجیر در دوازده کیلومتري خرم

26'25''و عرض جغرافیایی14°48'56"
با بروجردکیلومتر 5در دهنو.قرار دارد°33

44"و عرض جغرافیایی 47°47'47"طول 
.استواقع شده25°33'

روش تحقیق
سازي ابتدا به نرمالدر این مطالعه 

هاي بارش، دبی و رسوب سه رودخانه چم داده
مطالعاتی اقدام انجیر، کاکا رضا و دهنو منطقه 

در بازه ) 1(با استفاده از رابطه ها این داده.شد

هاي داده. )13(سازي شدندنرمال9/0-1/0
هاي مذکور در دبی، بارش و رسوب رودخانه

مورد استفاده ) 1350- 85(ساله 35آماري بازه
هاي دبی، در این مطالعه از داده.قرار گرفت

شبکه مدلسهبارش به عنوان ورودي در هر 

موقعیت منطقه مورد مطالعه-1شکل
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ها عصبی و رسوب به عنوان خروجی مدل
ها به صورت که تمامی این دادهاستفاده شد 

.باشندماهانه می
)1(رابطه 

T=Tmin+ (Tmax-Tmin)(X-Xmin)/(Xmax-Xmin)

T =هاي واقعی، مقادیر نرمال شده دادهX =
و xminهاي رسوب مشاهده شده واقعی،داده
xmaxي واقعی، هاکمینه و بیشینه دادهTmax و

Tminهاي هدف که در بیشینه و کمینه داده
.است1/0و 9/0اینجا به ترتیب 

در ابتدا سه سناریو با ورودي بارش، دبی و 
بارش تعریف شد و شبکه با این سه -دبی

با استفاذه از آنالیز . سناریو اجرا گردید
ترین عنوان مناسببارش به-دبیحساسیت
پارامترهاي همبستگی بالا و ابکهسناریو 

مجذور میانگین مربعات خطا انتخاب گردید و 
الگوریتم موجود آموزش 13هر سه شبکه با 

هاي در نهایت با استفاده از آماره.شدداده
میانگین خطاي استاندارد و ضریب همبستگی 
دقت سه شبکه مذکور در برآورد میزان رسوب 

.)9(قایسه شدها با هم مدر هر یک از رودخانه
در این مطالعه براي تعیین بهترین الگوریتم

ها یا توابع تمام الگوریتماز) یتوابع آموزش(
,OSS(آموزشی GDX, GDM, GD, GDA,

BFG, CGP, CGF, CGB, SCG, RP, LM, BR(
براي استفاده از مدل شبکه .استفاده شد

ها  به سه قسمت عصبی مصنوعی باید داده
مقداري از آن براي تست، تقسیم شوند که

در . )3(یابدآزمون و اعتبارسنجی اختصاص می
آن % 70داده که 420ساله، 35دوره آماري 
% 15، )ترین بخش مدلمهم(براي آموزش

ها براي اعتبار داده% 15ها براي تست و داده

براي اجراي مدل شبکه .کار برده شدسنجی به
اده قرار مورد استفMATLABافزار عصبی نرم
.گرفته شد

براي ارزیابی نتایج از معیارهاي ضریب 
، میانگین مربعات خطا )R(همبستگی 

)ESMR(لافات ـتانگین اخــ، می)BIAS (و
طبق رابطه ) MAE(خطا قدرمطلقمیانگین

هر چه میزان ضریب .)9(استفاده شد5- 2
همبستگی بالاتر و میزان میانگین مربعات خطا 

باشد جواب قدر مطلق کوچکتر و میانگین 
منظور برآورد بهمدل از اطمینان بیشتري

در اجراي مدل .میزان رسوب برخوردار است
شبکه عصبی هرچه میزان رگرسیون توابع 
آموزشی به یک و میزان میانگین مربعات خطا 
به صفر نزدیکتر باشد، توابع آموزشی براي 

.)4(باشدتر میبرآورد میزان رسوب مناسب
)  2(رابطه 

)3(رابطه 

)4(رابطه 

)5(رابطه 
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رـمقادیترتیببهOوPروابطایندر
و شده، سازيشبیهوشدهمشاهده
سازي شبیهوشدهمشاهدهمقادیرمیانگین

.باشدمیهانمونهتعدادNوشده
توابع آموزشیمنظور آشنایی بیشتر با به

ها توضیح اجمالی در مورد هر کدام از الگوریتم
.گرددمیبه صورت ذیل بیان 

1پس انتشار ارتجاعی

هدف از الگوریتم آموزش پس انتشار 
ارتجاعی از بین بردن تأثیرات مضر روي اندازه 

مقدار تغییرات وزن با .استمشتقات جزئی 
رسانی جداگانه روزاستفاده از یک مقدار به

این الگوریتم کارایی بسیار . شودتعیین می
بالاتري نسبت به الگوریتم استاندارد کاهش 

علاوه بر آن حافظه کمتري براي . شیب دارد
.)10(این الگوریتم نیاز است 

2هاي شیب توأمالگوریتم

ها را در خلاف پس انتشار وزنلگوریتم پایها
این همان جهتی . کندجهت شیب اصلاح می

است که تابع کارایی در آن سمت به سرعت 
.)10(یابدکاهش می

Fletcher-Reevesالگوریتم شیب توأم 

هاي شیب توأم با جستجو تمامی الگوریتم
در اولین 3در جهت بیشترین کاهش شیب

هاي شیب توأم ریتمالگو. شوندتکرار آغاز می
بسیار سریع هستند و گاهی اوقات حتی از 
الگوریتم آموزشی پس انتشار ارتجاعی نیز 

.)10(تر هستندسریع
Polakالگوریتم شیب توأم - Ribirere

رویه الگوریتم آموزشی شیب توأم مقیاس 
دارد و به trainsgfشده کارایی مشابه با 

براي مسئله ا رانهتوان یکی از آسختی می
.)10(خاصی ترجیح داد 

Powell-Beale Restartsالگوریتم شیب توأم

هاي شیب توأم، جهت در همه الگوریتم
هاي خاصی به منفی شیب جستجو در دوره

Resetنقطه . شودمیReset شدن استاندارد
در جایی است که تعداد تکرارها با تعداد 

برابر ) هاها و بایاسوزن(پارامترهاي شبکه 
.)10(ودشمی

4الگوریتم شیب توأم مقیاس شده

طوري SCGالگوریتم مقیاس شده یا 
بر طراحی شده که از جستجوي خطی زمان

این الگوریتم بسیار پیچیده است و . دوري کند
اساس کار آن ترکیب دو روش شیب توأم و 

.)10(لونبرگ مارکوآرت است 
BFGSالگوریتم 

گوریتم به محاسبات و فضاي این ال
هاي توأم نیاز دارد اما بیشتري نسبت به روش

تر و در تعداد تکرار کمتري همگرا معمولاً سریع
trainbfgهاي کوچکتر براي شبکه.شودمی

هاي تواند کارایی بهتري نسبت به روشمی
.)10(دیگر ارائه دهد 

One step secant الگوریتم
نیاز به فضا و محاسبات BFGSاز آنجا که 

زیادي دارد یک روش شبه نیوتن دیگر با فضا و 
محاسبات کمتري ابداع شد که در واقع پلی 

هاي شیب توأم و شبه نیوتن بود این بین روش
توان این الکوریتم را می.نام داردOSSروش 

هاي شبه نیوتن و یک مصاحبه بین الگوریتم
.)10(شیب توأم در نظر گرفت 

1- Resilient Back propagation (rp)                                                   2- Conjugate Gradient Algorithms
3- Steepest descent 4- Scaled Conjugate gradient (scg)
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1ریتم لونبرگ مارکوآرتالگو

هاي شبه نیوتن این روش نیز همانند روش
سعی در کاهش محاسبات با استفاده از عدم 

بسیار سریعتر از . محاسبه ماتریس هیسین دارد
اشکال عمده . کندها عمل میبقیه الگوریتم

روش لونبرگ مارکوآرت نیاز آن به نگهداري 
ن هاي حجیم در حافظه است و ایماتریس

.)10(مسئله نیاز به فضاي زیادي دارد 
Gradient descentالگوریتم back propagation

یک تابع آموزشی شبکه است که مقدار وزنها و 
. کندبایاس را بر اساس شیب توام به روز می

این الگوریتم تا زمانیکه وزنها، ورودي شبکه و 
تواند تابع انتقال، تابع مشتق داشته باشند می

.)10(اي را آموزش دهدهرنوع شبکه
الگوریتم

Gradient descent with adaptive learning
rate back propagation

یک تابع آموزشی شبکه است که  مقدار وزنها 
و با و بایاس را بر اساس شیب توام به روز 

.)10(دهد سرعت آموزش تطابق می
الگوریتم

Gradient descent with momentum back
propagation

ها یک تابع آموزشی شبکه است که  مقدار وزن

و بایاس را بر اساس شیب توام با مومنتوم به 
.)10(کندبه روز می،روز

الگوریتم
Gradient descent with momentum and
adaptive learning rate back propagation

شبکه ها، ورودياین الگوریتم تا زمانیکه وزن
تواند و تابع انتقال، تابع مشتق داشته باشند می

.)10(اي را آموزش دهدنوع شبکههر

نتایج و بحث
ورودي در این مطالعه با دو پارامتر دبی، 

باشند، مورد بارش که به صورت ماهانه می
مدل ) هدف(استفاده قرار گرفت و خروجی

انه ماهگیري شده به صورتمیزان رسوب اندازه
ذکر است براي انتخاب البته لازم به . است

ها از آنالیز حساسیت استفاده شدتعداد ورودي
با 1که بین پارامترهاي ورودي طبق جدول 

99/0R= 00036/0وMSE= دبی و بارش ،
طبق جدول .عنوان ورودي انتخاب شدبه

عنوان ورودي در توان دبی را به تنهایی بهمی
تعداد پارامترها بیشتر چه نظر گرفت اما هر

گردد، مدل تخمین رسوب را با صحت و دقت 
عنوان خروجی مدل ارائه تري بهقابل قبول

.دهدمی

)ESMR(میانگین مربعات خطاجذر و )R(ضریب همبستگی مختلف با سناریوهايآنالیز حساسیت - 1جدول 
R TRAIN R TEST RMSE

TRAIN
RMSE
TEST

رودخانه وسناری
053/0 44/0 055/0 039/0 چم انجیر بارش
9007/0 999/0 024/0 025/0 چم انجیر دبی
864/0 993/0 042/0 008/0 چم انجیر دبی-بارش
12/0 451/0 056/0 001/0 دهنو بارش
908/0 993/0 024/0 02/0 دهنو دبی
865/0 992/0 034/0 015/0 دهنو دبی-بارش
162/0 409/0 057/0 007/0 کا رضاکا بارش
91/0 995/0 024/0 017/0 کاکا رضا دبی
866/0 994/0 029/0 019/0 کاکا رضا دبی-بارش

1- Levenberg-Marquardt (LM)
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عنوان ورودي،بهبعد از انتخاب دبی و بارش 
هاي نرمال در مقابل داده. به مدل ارائه شد

نظر قرار عنوان خروجی مدل مدشده رسوب به
ید در اجراي مدل شبکه عصبی با.گرفته شد

ها توجه کرد که ماتریس اعداد هنگام ورود داده
و هم ) بارشدبی،(به مدل هم در ورودي

همانطور که در .برابر باشد) رسوب(خروجی

سهنتایج در هر .مشاهده شد4و 3، 2ول اجد
شبکه با توجه به شاخص مورد ارزیابی در این 

و ) R(مطالعه، نزدیک بودن مقادیر رگرسیون 
) MSE(مربعات خطا میانگینمجذور 

مذکور هاي دهنده مناسب بودن شبکهنشان
برآورد میزان رسوب در منطقه مورد منظورهب

. باشدمطالعه می

منطقه مورد مطالعهدرعصبی پیشخور پس انتشار خطا شبکه RMSEو Rمیزان - 2جدول 

منطقه مورد مطالعهدر fitting networkدرRوRMSEمیزان- 3جدول

SCG LM RP OSS GDX GDA GDM GD CGP CGF CGB BR BFG

توابع 
آموزشی گاهتایس
آماره

98/0 99/0 94/0 97/0 91/0 96/0 80/0 8/0 96/0 97/0 99/0 99/0 98/0 R TEST چم انجیر
01/0 01/0 09/0 02/0 04/0 04/0 06/0 04/0 02/0 02/0 02/0 01/0 07/0 RMSE

TEST
21/0 53/0 46/0 23/0 42/0 42/0 34/0 87/0 62/0 25/0 73/0 88/0 90/0 R TEST دهنو
01/0 01/0 01/0 01/0 01/0 02/0 14/0 09/0 02/0 02/0 02/0 01/0 02/0 RMSE

TEST

84/0 99/0 81/0 91/0 87/0 82/0 76/0 71/0 92/0 96/0 99/0 96/0 98/0 R TEST کاکا رضا
06/0 37/0 02/0 09/0 06/0 06/0 04/0 10/0 09/0 10/0 14/0 20/0 06/0 RMSE

TEST

Cascade ForwardدرRوRMSEمیزان-4دول ج back prop طالعهمنطقه مورد مدر

SCG LM RP OSS GDX GDA GDM GD CGP CGF CGB BR BFG

توابع 
آموزشی  ایستگاه

آماره

96/0 99/0 99/0 29/0 72/0 99/0 81/0 78/0 62/0 22/0 43/0 99/0 92/0 R TEST چم 
07/0انجیر 03/0 01/0 03/0 03/0 01/0 04/0 03/0 02/0 02/0 05/0 01/0 02/0 RMSE

TEST
83/0 97/0 79/0 66/0 96/0 13/0 04/0 48/0 37/0 35/0 20/0 41/0 22/0 R TEST دهنو
01/0 01/0 01/0 01/0 01/0 01/0 02/0 02/0 02/0 01/0 01/0 02/0 01/0 RMSE

TEST
88/0 96/0 83/0 94/0 63/0 87/0 61/0 22/0 99/0 99/0 77/0 97/0 86/0 R TEST کاکا رضا
08/0 10/0 11/0 08/0 07/0 09/0 13/0 05/0 10/0 07/0 11/0 10/0 07/0 RMSE

TEST

SCG LM RP OSS GDX GDA GDM GD CGP CGF CGB BR BFG

توابع 
آموزشی ایستگاه
آماره

99/0 93/0 99/0 99/0 7/0 98/0 31/0 95/0 99/0 24/0 91/0 99/0 99/0 R TEST چم 
06/0انجیر 01/0 05/0 01/0 03/0 03/0 06/0 1/0 02/0 02/0 02/0 02/0 01/0 RMSE

TEST
60/0 15/0 22/0 95/0 4/0 4/0 16/0 77/0 76/0 23/0 35/0 35/0 21/0 R TEST دهنو
01/0 02/0 01/0 01/0 01/0 01/0 09/0 02/0 02/0 01/0 02/0 01/0 01/0 RMSE

TEST
94/0 99/0 99/0 99/0 94/0 90/0 73/0 8/0 94/0 99/0 99/0 99/0 99/0 R TEST کاکا 

06/0رضا 14/0 07/0 07/0 05/0 04/0 14/0 03/0 04/0 06/0 83/0 06/0 15/1 RMSE
TEST
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ا یها ترین الگوریتمبراي انتخاب مناسب
هاي رسوب مشاهداتی توابع اموزشی، داده

در منطقه مورد )هدف(گیري شدهاندازه
سازي شبیه(هاهاي خروجی مدلمطالعه و داده

همانطور .م شدیستفاده از نمودار ترسبا ا)شده
مشاهده شد از بین 4، 3، 2که در اشکال 

خور پس شترین الگوریتم در شبکه پیمناسب
Cascade Forward،انتشار back prop و

fitting با توجه به میزان رگرسیون بالا و
و میانگین =99/0R(میانگین مربعات خطا

ی پنجچهار ال،)مربعات خطاي نزدیک صفر

بع آموزشی در هر سه شبکه مذکور به توا
SCG(مثالعنوان  ,RP ,LM ,BR (

الگوریتم براي برآورد میزان ترینمناسب
که در این بین .رسوب در هر مدل انتخاب شد
در هر سه LMالگوریتم لورنبرگ مارکوآرت 

ترین الگوریتم براي نامناسب.شبکه انتخاب شد
یانگین مربعات پایین و مضریب همبستگی با 

و میانگین مربعات =0R/ 04و09/0خطا
براي برآورد میزان رسوب، ) خطاي نزدیک صفر

,CGp(الگوریتم CGF, CGB, cgp( به عنوان
.انتخاب شدنمونه 

ترین الگوریتم لونبرگ ببا مناس) سازي شدهشبیه(گیري شده و خروجی مدلهاي اندازهمقایسه بین داده- 2شکل 
به عنوان نمونه براي برآورد میزان رسوب در شبکه پیشخور پس انتشار خطا ایستگاه چم انجیر) LM(مارکوآرت
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ترین الگوریتم لونبرگ با مناسب)  سازي شدهشبیه(گیري شده و خروجی مدلهاي اندازهمقایسه بین داده- 3شکل 
ایستگاه چم انجیرfittingبه عنوان نمونه براي برآورد میزان رسوب در شبکه ) (LMمارکوآرت 

به ) LM(ترین الگوریتم لونبرگ مارکوآرتبا مناسبسازي شدهگیري شده و شبیههاي اندازهمقایسه بین داده- 4شکل 
Cascade Forwardوب در شبکه برآورد میزان رسعنوان نمونه به منظور back propایستگاه چم انجیر

مشاهده 4و 2،3همانطور که در اشکال 
ها بین خطوط شد منطبق شدن منحنی

هاي خروجی گیري شده و دادههاي اندازهداده

همچنین میزان بالاي ، )سازي شدهشبیه(مدل
ضریب همبستگی و میانگین مربعات خطاي 

توانایی مناسب این الگوریتم در پایین و 
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هاي مشاهداتی، نشان از سازي دادهشبیه
منظور برآورد میزان مناسب بودن الگوریتم به

در صورت نبود اطلاعات . باشدرسوب معلق می
این نوع د توانبینی رسوب میو حتی براي پیش

ها براي مناطق مورد مطالعه ها و الگوریتمشبکه
هاي در الگوریتم.ودرفته شمورد استفاده قرار گ

پایین و مجذور ضریب همبستگینامناسب با 
هاي دادهمیانگین مربعات خطاي بالا

شبیه سازي شدههاي گیري شده و دادهاندازه
منطبق نیستند و روي هم) خروجی مدل(

مانندنشان داده شده است خطاي بسیار بالا
CGB توان از توابع آموزشی مذکور با نمیکه

منظور برآورد میزان به04/0یب همبستگیضر
نتایج این مطالعه با نتایج .رسوب استفاده کرد

چاریا و همکارانبهاتاهمچون اکثر محققان
، طلوعی و همکاران)16(، ولی و همکاران)5(
و دهقانی و )7(، دستورانی و همکاران)15(

در مناسب بودن شبکه عصبی )6(همکاران
آورد رسوب معلق یکسان منظور برمصنوعی به

.باشدمی
رسوب معلق، محققان در منظور برآورد به

تعیین و استفاده از الگوریتم مناسب شبکه 
منظور تعیین به. هستندمشکل عصبی دچار 

با ابتدا ) الگوریتم(ترین توابع آموزشی مناسب
آنالیز حساسیت، تأثیرگذارترین استفاده از 

عنوان ورودي با  به) بارش-دبی(پارامترها

99/0R= 00036/0وRMSE=انتخاب شد.
هاي مورد استفاده در برآورد میزان شبکه

هاي آماري رسوب معلق با استفاده از شاخص
Fittingد اما شبکه عصبینباشمناسب می

)newfit (از شبکه پیشخور پس انتشار خطا و
کارآیی Cascade Forward back propشبکه 

. عیین رسوب معلق نشان دادبیشتري را در ت
، همه ترین الگوریتمدر تعیین مناسب

مناسب ها در برآورد رسوب معلقالگوریتم
ده الگوریتم مورد استفاده سیزاز بین .باشدنمی

SCGهاي الگوریتمدر این مطالعه RP, LM,

BR مناسب براي برآورد میزان رسوب با
و میانگین مربعات 99/0ضریب همبستگی

هاي دیگري الگوریتم.دنشبامیپایین خطاي
ضریب همبستگیبا CGB ،CGP ،CGFمانند

داراي خطاي بالا براي برآورد میزان 04/0
ها، با استفاده انتخاب الگوریتم.باشندرسوب می
میانگین مجذور و 99/0همبستگیاز ضریب

دیگر مربعات خطاي نزدیک به صفر و 
ی خطوط روي هم افتادگهاي آماري وشاخص

) خروجی مدل(سازي شدهشبیههاي بین داده
از بین .انجام شد، گیري شدههاي اندازهو داده

هاي مناسب انتخاب شده در این الگوریتم
ترینمناسبعنوان بهTRAINLMمطالعه، 
انتخاب به منظور برآورد رسوب معلق الگوریتم 
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Suspended Sediment Estimation using Neural Network and
Algorithms Assessment (Case Study: Lorestan Province)

Mohsen Yosefi1 and Robabeh Poorshariaty2

Abstract
In purpose to performance programs soil protection and reduce sediment, also

calculation and design of dam volume in introduction store dams, have necessity that
evaluation and calculated the rate of sediment production in a watershed. Generally
erosion and sediment transport is of most complex issues the hydrodynamic that not
possible simply, determination equations governing because effects of various
parameters. About attention in potential artificial intelligence in identify the relationship
between variables input and output of a problem without taking the physics of the
problem and because swoon of physical models and mathematical in modeling of
sedimentary processes too, can be used in modeling sediment transport problem. The
purpose of this study was to obtain suitable algorithms with using of artificial neural
networks feed-forward back propagation, fitting and Cascade Forward back prop to
intent estimate the sediment rate. In this intent for estimate the amount suspended
sediment, used of discharge - precipitation and sediment data monthly. Intransitive of
recitation that suspended sediment data in the output (Cham anjir station) is more
appropriate of the distribution. Among the three networks used in this study was more
appropriate to estimate the amount of sediment fitting network. Thirteen the algorithm

used in this study was selected TRAINLM as the best algorithm, with a correlation
coefficient R = 0.99, RMSE = 0.01.

Keywords: Neural Network, Neural Network Algorithms, Suspended Sediment,
Lorestan Province
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