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و استفاده از شبکه عصبی مصنوعیابروزانه رسوب معلق غلظتبرآورد
دهنگاشت خود سازمانبه روش ها دادهبنديخوشه

)رجرودخانه ک-سیراایستگاه هیدرومتري :مطالعه موردي(

3عطااله کاویانو2محمود حبیب نژاد روشن،2کریم سلیمانی،1محمودرضا طباطبائی

چکیده
هاي مختلف مهندسی منابع آب، مسائل ي از جنبهاروزه برآورد دقیق بار رسوب معلق رودخانهام

، حوزههاي هیدرولوژیکی در این راستا، مدل. اي برخوردار استمحیطی و کیفیت آب از اهمیت ویژهزیست
معلق از خود نشان رسوب میزاندلیل عوامل متعدد تاثیرگذار ثابت و متغیر، کارایی مناسبی در برآورد به

حوزهرسوب معلق، تنها بر مبناي دبی جریان خروجی برآوردسازي مطالعات شبیهاغلب همچنین. اندنداده
این در حالی است که عوامل . استآنهاگواه بر عدم کارآیی مطلوب ،استوار است که نتایج حاصله نیز

اي در این فرآیند ایفا ان که نقش عمدهتاثیرگذاري همچون نوع بارش، فصل سال و شکل هیدروگراف جری
شبکه روش از ، حاضرپژوهشدر .اندنادیده گرفته شدهمعلقرسوببرآورد میزانسازينمایند در شبیهمی

روزانه جریان، متوسط غلظت رسوب معلق ودبی(هاي آب و هواشناسیدادهو پرسپترون چند لایه عصبی 
برآورد منظور به) 1390تا 1360(ساله 30در یک دوره زمانی کرج حوزه آبخیز سد )روزانهو دماي بارش 
نقش با توجه به در این روش،.استفاده شده استسیراایستگاه هیدرومتري رسوب معلق روزانه غلظت

، بارشرژیم سه متغیربر اساسابتدا ،حوزهفصلی و وضعیت جریان در تولید و انتقال رسوب تغییرات
سپس گروه تفکیک و 5به هاي مورد استفاده داده،و نوع رواناب حاصل از بارشریانهیدروگراف جوضعیت

شبکه از ،هادهی مدلمنظور افزایش قدرت تعمیمبههمچنین .طراحی گردیداي مدل جداگانه،براي هر گروه
تعیین تعداد بهینه در،و از شاخص سیلهوتبندي جهت خوشه)SOM(دهنگاشت خود سازمانعصبی 

دبی همراهبه،که استفاده از متغیرهاي بارش و دماي روزانهدادنشان پژوهش نتایج . شداستفاده ها خوشه
در این . استداشتهنقش مهمی در افزایش دقت برآورد رسوب رودخانه ،هادادهزمانی جریان و تفکیک 

تنها از یک ،فصول سالبراي تمامی هها زمانی است کبیشترین خطاي محاسبه شده در بین مدلرابطه،
در مناسب عنوان الگوئی تواند بهمیپژوهشنتایج این .دگردمیاستفاده ها جهت برازش به داده،واحدمدل 

.ي کشور مورد استفاده قرار گیردهارودخانهسایر رسوب معلق برآورد 

دهت خود سازماننگاششبکه عصبی، سیرا، ، رجکرودخانهبندي، رسوب معلق، خوشه: ي کلیديهاواژه

)taba1345@hotmail.com: نویسنده مسوول(،منابع طبیعی ساريدکتري، دانشگاه علوم کشاورزي ودانشجوي -1
استاد و دانشیار، دانشگاه علوم کشاورزي و منابع طبیعی ساري-3و 2

4/6/93: تاریخ پذیرش12/2/93: تاریخ دریافت

لوم کشاورزي و منابع طبیعی ساريدانشگاه ع
پژوهشنامه مدیریت حوزه آبخیز
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مقدمه
75اي که حدود رودخانهبار رسوب معلق 

کل رسوب رودخانه را شامل درصد95تا 
نظیر مهندسی (هاي مختلف از جنبهگردد، می

محیطی، کیفیت آب و منابع آب، مسائل زیست
عنوان بهتواندحائز اهمیت بوده و می) غیره

شاخصی از وضعیت فرسایش خاك و شرایط 
.)24(در نظر گرفته شودحوزهاکولوژیک 

همچنین طراحی بهینه و عملکرد مناسب 
نظیر مخزن، سد و کانال، ،هاي منابع آبسازه

رودخانهدقیق از بار رسوبینیازمند تخمین
کلی، روابط بین پارامترهاي بطور. )9،1(است 

کیفیت آب رودخانه و فرآیندهاي فیزیکی، 
ژئوشیمیائی و بیولوژیکی انجام شده بین منابع 

شناسی، گیاهی، زمینخاك، پوشش(حوزه
، متغیرهاي هواشناسی ...)اراضی و کاربري

، متغیر ..).برف ودما، بارش، ذوب(
و همچنین ) دبی(هیدرولوژیکی رودخانه 

هاي انسانی، اغلب بسیار پیچیده، دخالت
قطعی و غیرخطی بوده بنحوي که درك غیر

در این . )11(سازد ممکن میرا غیرآنهاکامل 
نظیر (رایط، استفاده از هوش محاسباتی ش

هاي عصبی مصنوعی، سیستم استنتاج شبکه
سازي ابزار مناسبی در شبیه...) عصبی و-فازي

نظیر بار و برآورد متغیرهاي کیفی آب رودخانه
در این ارتباط، . گرددرسوب معلق محسوب می

محققین بدنبال استفاده از ،ه اخیرهدر د
سازي در زمینه هاي مدلگیري این شیوهبکار

.اندها بودهبرآورد بار رسوب معلق رودخانه
هايبا استفاده از مدل،)23(اولکی و همکاران 

نروفازي تطبیقی، منحنی سنجه رسوب، شبکه 
متغیره، مقدار رسوب رگرسیون چندوعصبی

ر ترکیه را برآورد د1روزانه رودخانه گدیزمعلق
هاي دبی هاي مدل، شامل دادهورودي. نمودند
روزانه و (، بارش )روزانه و یک روز قبل(جریان 

. و مقدار رسوب روزانه بود) یک روز قبل
هاي ها نشان داد که روشمقایسه نتایج مدل

نروفازي و شبکه (مبتنی بر هوش محاسباتی 
تري نسبت به هاي دقیق، برآورد)عصبی
هاي رگرسیون و منحنی سنجه رسوب روش

به منظور ،)17(مصطفی و همکاران .اندداشته
در 2برآورد دبی رسوب معلق رودخانه پري

مالزي، از یک شبکه عصبی پرسپترون چند 
به منظور آموزش آنها. لایه استفاده نمودند

شبکه عصبی، از چهار روش مختلف کاهش 
گرادیان ، 4م، کاهش شیب با مومنتو3شیب
بهره ) LM(6و لونبرگ مارکواردت5توام

و LMهاينتایج نشان داد که روش. گرفتند
سایر ي نسبت بهبهترعملکرد گرادیان توام، 

با این حال، .استداشتهي آموزش هاروش
، به لحاظ سرعت زمانی، بسیار LMروش 
همگرائی سببتر از روش گرادیان توام سریع

لفدانی و همکاران کاکائی.شده استشبکه 
هاي شبکه عصبی و ماشین توانائی مدل،)6(

بردار پشتیبان در برآورد رسوب معلق روزانه 
رودخانه دویرج واقع در غرب ایران را  مورد 

هاي بارش و دبی از دادهآنها. بررسی قرار دادند
عنوان ورودي و از دبی رسوب جریان به

بهترین . عنوان خروجی استفاده نمودندبه
ها براي هر دو مدل با استفاده از ورودي

. الگوریتم ژنتیک و آزمون گاما تعیین گردید
هاي یاد شده نسبت نتایج، حاکی از برتري مدل

ملسی و همکاران .هاي رگرسیونی بودبه مدل
از مدل شبکه عصبی پرسپترون چند ،)15(

1- Gediz                                                  2- Pary 3- Gradient Descent
4- Gradient Descentwith Momentum 5- Scaled Conjugate Gradient 6- Levenberg Marquardt (LM)
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100....................................................................................... ها بندي دادهغلظت رسوب معلق روزانه با استفاده از شبکه عصبی مصنوعی و خوشهبرآورد

بینی مقدار رسوب معلق سه منظور پیشلایه به
، 1یپسیسیمی(رگ در آمریکا رودخانه بز

. استفاده نمودند) 3و ریوگراند2میسوري
روزانه (هاي جریان هاي ورودي مدل، دبیداده

، بارش روزانه و مقدار رسوب روز )و روز ما قبل
نتایج نشان داد که . قبل در نظر گرفته شد

دقت استفاده از شبکه عصبی در برآورد بار 
هاي شها بیشتر از رورسوب رودخانه

و مدل ) خطیخطی و غیر(رگرسیونی 
ARIMA19(رجائی و همکاران . بوده است (

عصبی شبکههايمدلکارآییدر تحقیقی،
عصبی، شبکه-موجکترکیبیمدلمصنوعی،
رسوب سنجهمنحنیومتغیرهچندرگرسیون

رودخانه درروزانهمعلقرسوببرآوردجهترا
قراربررسیموردآمریکامتحدهایالات4آیووا
مدل ترکیبیبهترکارآیی،تحقیقنتایج. دادند

هايبه مدلنسبتراعصبیشبکه-موجک
در ) 3(دمیرسی و بالتاسی .دادنشاندیگر

در 5پورتمنتو فريساکريتحقیقی در ایستگاه 
آمریکا، از روش منطق فازي، رگرسیونی و 

جهت برآورد مقدار منحنی سنجه رسوب 
در این . استفاده نمودندغلظت رسوب معلق 

هاي دبی جریان، غلظت رسوب تحقیق از داده
معلق و دماي آب که بطور پیوسته در مدت 

سال تهیه شده بود جهت برآورد مقدار 5زمان 
نتایج . غلظت رسوب معلق استفاده گردید

تحقیق حاکی از برتري دقت مدل فازي نسبت 
با ، )24(زو و همکاران . ها بودشبه سایر رو

هاي بکارگیري شبکه عصبی و استفاده از داده
و ) انهـمتوسط بارش و دماي ماه(هواشناسی 

ی رسوب ـانه، دبـان ماهـمتوسط دبی جری

یانگ حوزهدر 6جیانگچوآنگرودخانه لانگ
نتایج این . ندتسه در چین را برآورد نمود

ا نسبت به تحقیق، عملکرد بهتر این روش ر
.هاي رگرسیونی مورد استفاده، نشان دادروش

، نقش آنهاگیري از بندي و نمونهخوشه
هاي همگن و مهمی در ساخت مجموعه داده

، 7یواسنجهايدادهنظیر مجموعه(مشابه 
جهت استفاده در ) 9و آزمون8اعتبارسنجی

هاي نظیر مدل(10هاي داده مبنامدل
. دارند)هاي عصبی، نروفازيرگرسیون، شبکه

هاي مشابه و همگن در سه عدم استفاده از داده
بخش یاد شده، تاثیرات بسیار مستقیم در 

هاي طراحی میزان دقت و کارائی نهائی مدل
دهی شده داشته، سبب کاهش قدرت تعمیم

سازيمتاسفانه در مدل. )14(خواهد شد آنها
هاي عصبی و سایر استفاده از شبکهبا 

هاي داده مبنا، کمتر به این مسئله توجه روش
در راستاي طراحی سازي عمدتاًشده و مدل
هاي عصبی نظیر انتخاب تعداد بهینه شبکه

ها، مقایسه هاي پنهان، تعداد نورونلایه
هاي آموزش شبکه و غیره بوده در روش

طور اند بهتوتمامی موارد یاد شده می،حالیکه
اي تحت شعاع تعداد و نوع قابل ملاحظه

هاي استفاده شده در سه مجموعه یاد داده
در این راستا در . )22،2(شده قرار گیرد 
ها در بندي دادهمنظور طبقهتحقیق حاضر، به

بندي سه دسته مشابه و همگن، از روش خوشه
ستفاده شده اSOM11دهنگاشت خود سازمان

)18(نور و همکاران رابطه،در این . است
منظور برآورد دبی جریان روزانه، مقدار به

هاي رسوب معلق و فسفر موجود در رودخانه
1- Mississippi 2- Missouri 3- Rio Grande
4- Iowa 5- Sacremento Freeport 6-ngchuanjiang
7- Calibration 8- Cross Validation 9- Test
10- Data Driven 11- Self-Organizing Map

 [
 D

ow
nl

oa
de

d 
fr

om
 jw

m
r.

sa
nr

u.
ac

.ir
 o

n 
20

26
-0

2-
10

 ]
 

                             3 / 19

https://jwmr.sanru.ac.ir/article-1-416-en.html


101..........................................................................................................1393زمستانو پاییز/ 10شماره / پژوهشنامه مدیریت حوزه آبخیز سال پنجم

جنگلی در شمال کانادا، از شبکه حوزهدو 
SOMروش بندي بهعصبی مصنوعی و خوشه

لی و در تحقیقی مشابه، . استفاده نمودند
و شبکه عصبی در SOMاز ، )11(همکاران 

حوزه5برآورد میزان ازت خارج شده از 
بوودن . جنگلی در شمال کانادا استفاده نمودند

ینی میزان نمک بمنظور پیشبه)2(و همکاران 
در جنوب 1موجود در آب رودخانه موري

و شبکه عصبی استفاده SOMاسترالیا، از 
نتایج تحقیق، برتري کارائی مدل شبکه . کردند

بندي شده در مقایسه هاي خوشهعصبی با داده
صورت تصادفی ها بهبا زمانی که داده

در رابطه با . شوند را نشان دادبندي میطبقه
بندي شده به هاي خوشهاز دادهگیرينمونه

هاي مختلفی از سوي ، روشSOMروش 
این کلی محققین پیشنهاد گردیده که مبناي 

گیري تصادفی ها بر اساس نمونهروش
ها، باشد و تعداد نمونهها مییکنواخت از خوشه

بر اساس سه قاعده تخصیص برابر، تخصیص 
محاسبه Neyman2متناسب و تخصیص 

در رابطه با تاثیر تغییرات فصلی .)14(شود می
ها، تحقیقات بر مقدار رسوب معلق رودخانه

دهد که مقدار رسوب انجام شده نشان می
اي، تحت اثر رژیم بارش، شرایط معلق رودخانه

حوزههیدرواقلیمی فصلی و بطور کلی شرایط 
بوده و داراي تغییرات و نوسانات شدید در طی 

. )20(ماري است ها و فصول مختلف دوره آماه
جهت، )16(مساعدي و همکاران در این رابطه
ي رسوب سنجههاي بهینه منحنیتعیین مدل

در سه ایستگاه هیدرومتري تمر، گنبد و 
، از )واقع در رودخانه گرگانرود(قزاقلی 

نظیر (معیارهاي هیدرولوژیکی و اقلیمی 

بندي دبی و زمان وضعیت هیدروگراف، کلاسه
ها جهت تفکیک داده) یانگیري جراندازه

نشان داد که زمان آنهانتایج . استفاده نمودند
برداري رسوب و شرایط هیدروگراف نمونه

جریان، نقش مهمی در انتخاب مدل بهینه 
بندي کلاسه،)25(پور و همکاران ذرتی. دارد
) سیلابی، خشک و تر(ها به فصول مختلف داده

را سبب افزایش دقت برآورد مدل منحنی
ي رسوب در ایستگاه گلینک حوزه آبخیز سنجه

،)4(قورقی و همکاران . دانندطالقان می
ي رسوب را هاي مختلفی از منحنی سنجهمدل

هاي هیدرومتري واقع در براي ایستگاه
رود سفیدحوزه(شور هاي تلوار و چمرودخانه

نمایند که مبناي ارائه می) در استان کردستان
ها بر اساس شرایط دهتفکیک داآنهااصلی 

بوده و حوزهاقلیمی و هیدرولوژیکی 
بار برآورد سازي نمایند که مدلگیري مینتیجه

اي بر اساس تفکیک رسوب معلق رودخانه
و افزایش دقت سبب همگنی داده،هاداده

با توجه به آنچه . دگردبرآورد مقدار رسوب می
هاي این تحقیق را آورياهداف و نو،گفته شد

: توان به شرح ذیل خلاصه نمودیم
برآورد غلظت رسوب معلق روزانه ایستگاه - الف

با ) واقع در رودخانه کرج(هیدرومتري سیرا 
هاي مختلف شبکه طراحی و ساخت مدل

.حوزههاي عصبی بر پایه تفکیک زمانی داده
بررسی نقش بکارگیري متغیرهاي بارش و -ب

حقیقات در ت. هادر مقدار کارائی مدل،دما
.استفاده شده استمشابه، دما ندرتاً

تعیین موثرترین ترکیب متغیرهاي ورودي -ج
.هامدل

1- Murray 2- Neyman Allocation
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آھار
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°1

0
'0

"N
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°5

'0
"N
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'0
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°0

'0
"N

36
°0

'0
"N

35
°5

5
'0

"N

35
°5

5
'0

"N

0 5 102.5
KM

ها هاي مشابه و همگن از دادهتهیه مجموعه- د
و SOMبندي به روش با بکارگیري خوشه

.شاخص سیلهوت
بندي به سازي و استفاده از خوشهپیاده

هاي این تحقیقاز دیگر نوآوري،SOMروش 
در سایر تحقیقات مرتبط با برآورد بوده که

مورد توجه قرار گرفته بندرت،رسوب معلق
. است

هامواد و روش
منظور طراحی و ، بهپژوهشدر این 
سازي هاي شبکه عصبی، پیادهکدنویسی مدل

هاي تعیین بندي و شاخصهاي خوشهالگوریتم
MATLABافزار ها، از نرمتعداد بهینه خوشه

هاي آماري از و جهت انجام تحلیل11/7نسخه 
افزار نرمو همچنین 19نسخه SPSSافزار نرم

MATLAB شده استاستفاده .
هاي مورد استفادهمطالعه و دادهمورد منطقه 

ــه  ــورد منطق ــز  م ــوزه آبخی ــه در ح مطالع
51°35'مختصات جغرافیائیدر رودخانه کرج

35°53'تـا  36°11'طول شـرقی و  51°3'تا 
کیلـومتري  60تـا  30عرض شمالی در فاصـله  

باشدشمال و شمال غرب استان تهران واقع می
). 1شکل (

موقعیت حوزه آبخیز کرج و ایستگاه هیدرومتري سیرا- 1شکل

بـالا دسـت   حـوزه مساحت (حوزهمساحت 
هکتار و ارتفاع متوسـط  65063) ایستگاه سیرا

وزهح ـ.باشـد مـی متر از سطح دریا 2827،آن
آبخیــز حــوزهبــهشــمالازکــرجســدآبخیــز

حـوزه بـه غـرب ازرود،طالقانهراز،چالوس،

ــز هــايحــوزهبــهاز شــرقوکــردانآبخی
ــه وتهــرانبــهمنتهــیهــايرودخانــه رودخان
هـاي سرشـاخه کلیـه . شودمیمحدودجاجرود

ــه ــاتکــرجرودخان ــرزاز ارتفاع سرچشــمهالب
خامتی هـاي منطقـه، داراي ض ـ  خاك. گیرندمی
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هاي جـوان و تکامـل   متغیر بوده و شامل خاك
هاي با تکامل متوسـط  سول تا خاكنیافته آنتی

باشـند  سول با مواد مادري مختلف میاینسپتی
آمار مورد استفاده در این تحقیق، شامل . )21(

ــاي آبداده ــنجی ه ــه(س ــی لحظ ــی دب اي، دب
ایستگاه ) متوسط روزانه و غلظت رسوب روزانه

هـاي بـارش و دمـاي    ي سـیرا و داده هیدرومتر
سنجی سنجی و تبخیرهاي بارانروزانه ایستگاه

تـا  1360(سـاله  30در یک دوره زمانی تماب 
رکـــورد اطلاعـــاتی 610بـــه تعـــداد ) 1390

هـاي مـورد   مـاري داده خصوصـیات آ . باشدمی
ارائــه ) 1(اســتفاده در ایــن مــدت، در جــدول 

ي همــانطور کــه از اطلاعــات آمــار. اســتشــده
شـود، غلظـت رسـوب    اسـتنباط مـی  1جدول 

داراي چولگی و ضریب تغییـرات زیـاد بـوده و    
تغییرات بین حداقل و حداکثر آن بسـیار زیـاد   

هـاي  به همراه سایر آماره،این موضوع. باشدمی
سـازي  محاسبه شده، حکایت از پیچیدگی مدل

.برآورد رسوب معلق رودخانه دارد

)1390تا 1360(هاي مورد استفاده هاي آماري دادهویژگی- 1جدول 

عصبی مصنوعیهاي شبکه
در این تحقیق، از دو نوع شـبکه عصـبی بـا    

ــاظر  ــه(ن ــد لای ــاظر ) پرســپترون چن ــدون ن و ب
بــه ترتیــب جهــت ) دهنگاشــت خــود ســازمان(

تفاده اسها بندي دادهسازي رسوب و خوشهمدل
اشـاره  آنهـا بـه اختصـار بـه    در ذیـل  شده کـه  

: شودمی
1به جلوعصبی پرسپترون روشبکه-الف

اي بـه نـام   ، از عناصر عملیـاتی سـاده  ن شبکهیا
نورون ساخته شده که به صورت موازي در کنار 

لایه، هاي عصبی چندشبکه.کنندهم، عمل می
ــه ورودي  ــک لای ــا داده(از ی ــاط ب ــاي در ارتب ه

ــان   )ديورو ــه پنه ــد لای ــا چن ــک ی ــت (، ی جه
در (و یـک لایـه خروجـی    ) هاسازماندهی نورون

ــا داده خروجــی . شــوندتشــکیل مــی) رابطــه ب
عملکرد شبکه عصبی، از طریق نحوه اتصال بین 
اجزاء، با تنظیم مقادیر هر اتصال که به نام وزن 

یکـی از  . گـردد شود، تعیین مـی اتصال بیان می
ی پرکاربرد در هیـدرولوژي  هاي عصبانواع شبکه

هاي عصبی پرسپترون چنـد  و منابع آب، شبکه
2لایه رو به جلو با الگـوي آمـوزش پـس انتشـار    

هــايدر ایــن نــوع از شــبکه. )23(خطــا اســت
جهـت جریـان داده، از لایـه ورودي بـه     عصبی،

سمت لایه پنهان و از لایه پنهان به سمت لایـه  

ايدبی لحظهمتغیر
)m3(

ت رسوب معلقغلظ
)mg/l(

متوسط بارش روزانه
)mm(

متوسط دماي روزانه
)°c( خصوصیت آماري

17/13667/1120156/6665/22حداکثر
- 63/22078/25حداقل
14/1764/49301/524/0میانگین

91/1647/11372/1006/9انحراف معیار
- 27/201/508/718/0چولگی

99/030/203/237/0ضریب تغییرات

1- Feed-forwardMulti-layerPerceptron (FFMLP) 2- Back Propagation
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هـاي  بکهش ـآنهـا از این نظر بـه  بوده وخروجی 
شـود  عصبی رو به جلو یـا پیشـخور گفتـه مـی    

به منظور آموزش شـبکه عصـبی، مقـدار    . )22(
خطا در جهت بیشترین شیب تابع خطا محاسبه 

لایـه یـا   (هـاي قبـل   شده و این مقدار، به لایـه 
تـا بـا تنظـیم    شـده فرسـتاده  ) هاي پنهـان لایه

هــا، مقــدار خطــا را مجــدد مقــادیر وزن نــورون
:1ي رابطه)22() نون دلتاقا(کاهش دهند 

)1(w = w − η
ترتیـب وزن بـین   ، بهwو w: که در آن

قبل و بعد از یک تکرار معـین،  jو iهاي نورون η نرخ یادگیري وEباشدتابع خطا می.
ــا ایجــاد   آمــوزش شــبکه و کــاهش خطــا ت

هـاي  شـبکه . یابـد همگرائی در شبکه ادامه مـی 
تواننــد داراي چنـدین لایــه پنهــان  عصـبی مــی 

باشند با این وجود، تحقیقات انجام شـده نشـان   
هاي عصـبی پیشـخور، بـا دارا    دهد که شبکهمی

زدن هـر  بودن یک لایه پنهان، قادر بـه تقریـب  
در ایــن . )5(باشــند تــابع غیرخطــی مــینــوع 

تحقیق، از یک شبکه عصبی پرسپترون سه لایه 
یک لایه ورودي، یک لایه پنهـان و یـک لایـه    (

ها با استفاده شده و تعداد بهینه نورون) خروجی
منظـور  همچنین بـه . سعی و خطا تعیین گردید

ــونبرگ    ــبی از روش لـ ــبکه عصـ ــوزش شـ آمـ
تـر  مگرائی سـریع دلیل کارائی و همارکواردت به

ــدي آن در    ــات کارام ــبکه و اثب ــوزش ش در آم
ــه  اســتفاده ) 9،23(اي تخمــین رســوب رودخان

هـاي لایـه   توابع فعال سـازي در نـورون  . گردید
پنهان و لایه خروجی، بـه ترتیـب سـیگوئید یـا     

.لوگ سیگموئید و خطی در نظر گرفته شد

ده شبکه عصبی نگاشت خود سازمان-ب
)SOM(

، یک شبکه عصبی SOMشبکه عصبی
بوده و الگوریتم آموزش نظارتیمصنوعی غیر

آن، به صورت رقابتی و بدون ناظر انجام 
ورودي و از یک لایه، SOMساختار . شودمی

شودتشکیل می) کوهننلایه(یک لایه خروجی 
هاي لایه ورودي، در این ساختار، نورون.)10(

به هاي ورودي با شبکه بوده و محل ارتباط داده
ازاء هر متغیر ورودي، یک نورون در این لایه 

لایه ...). ثال دبی، بارش وعنوان مبه(وجود دارد 
یک شبکه عموماً(اي، ماتریس یا شبکهخروجی

ها را تشکیل داده بنحوي که از نورون) دو بعدي
هاي لایه هر نورون این شبکه، به کلیه نورون

این هاي دیگرورودي متصل بوده ولی به نورون
فرآیند آموزش در . )7(باشدلایه متصل نمی

و 2، همکاري1از سه مرحله رقابتSOMشبکه 
در فاز رقابت، با . گرددتشکیل می3تطبیق

معرفی یک داده به شبکه، فاصله اقلیدسی این 
هاي لایه خروجی محاسبه داده نسبت به نورون

شده و هر نورون از لایه خروجی که فاصله 
عنوان به آن داشته باشد بهکمتري را نسبت

ترین نورون به بردار ورودينورون برنده یا شبیه
BMU4گرددانتخاب می.

، مقدار فاصله اقلیدسی SOMدر شبکه 
: شودمحاسبه می2ي مطابق با رابطه

)2                 (= 1, 2, … , MD = |x − w | = ∑ (x − w ) ,

ام لایه خروجی ازj، فاصله نورون Dj: که در آن
;x )X= (xiبردار ورودي  i=1,2,3,.,N) ∈ Rn(،

1- Competitive Phase 2- Co-operative Phase
3- Adaptive Phase 4- Best Matching Unit (BMU)
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Nهاي بردار ورودي، ، تعداد متغیرM تعداد ،
وزن نورون ، Wjiهاي لایه خروجی،نورون

و ) Wji; j=1,2, …, M; i=1,2,…,N(خروجی
.)2(باشداصله میدهنده ف، نشان||.||علامت 

هاي لایه خروجی به وزن نوروندر ابتدا 
صورت تصادفی تعریف شده و در طی فرایند 
آموزش و در طول زمان، به مقادیر متغیرهاي 

پس از . گرددبردارهاي ورودي بیشتر شبیه می
هاي آن و مشخص گردید، وزنBMUآنکه 

هاي همسایه آن، برحسب هاي دیگر نورونوزن
فاز (دارند BMUاي که از مقدار فاصله

شوند به هنگام می3ي بر طبق رابطه) همکاري
).فاز تطبیق(
)3                                 (w i(t + 1) =w (t) + θ(t) ∗ η(t) ∗ [ x (t) − w (t)]

، تابعی است θ(t)، نماینده زمان،t: که در آن
را به BMUهاي همسایه که فاصله نورون

، نرخ η(t)کند و ینسبتی از همسایگی تبدیل م
.یادگیري است
آنهاگیري از نمونهها و روشارزیابی خوشه

جهت ساخت سه مجموعه داده همگن و 
هاي آموزش، اعتبارسنجی دادهمجموعه(مشابه 

ها و نحوه ، تعیین تعداد بهینه خوشه)و آزمون
در این .باشدمیاهمیتحائز آنهاگیري از نمونه

از ها، د بهینه خوشهجهت تعیین تعداتحقیق، 

گی به دلیل کارائی و ساده1سیلهوتضریب 
استفاده MATLABفزار ادر نرمسازي آنپیاده

.شده است
با استفاده از این ضریب، مقدار درجه 

اي که به آن عضویت هر داده نسبت به خوشه
)8(شود گیري میتعلق گرفته است اندازه

:4ي رابطه
)4 (s(i) = ( ) ( ){ ( ), ( )} , -1 ≤ s(i) ≤1

، ضریبی است که مقدار درجه s(i): که در آن
اي به خوشه) امiداده مثلاً(عضویت یک داده 

را پس از ) Aخوشه مثلاً(که به آن تعلق گرفنه 
، a(i)دهد، بندي نشان میعملیات خوشه

ام از سایر iداده ) فاصله(متوسط عدم شباهت 
، b(i)و Aگرفته در خوشه هاي قرارداده

Aام در خوشه iترین معدل فاصله داده کوچک

که Eاي مثل ها در هر خوشهتا سایر داده
.کندباشد را بیان میAمتفاوت از خوشه 

ضریب 4ي ابتدا با به کمک رابطه، در عمل
سیلهوت براي هر داده محاسبه و سپس با 

، متوسط ضریب سیلهوت5ي استفاده از رابطه
)s̅(kهاي موجود به ازاء تمامی داده)n ( در هر

.گرددمیمحاسبه ) k(ها یک از  خوشه
)5              (s ̅(k) = 1/n s(i)

جدول راهنماي کافمن و روسو در این رابطه، 
.)8(ارائه نمودند) 2ولجد(زیر را

راهنماي تفسیر ضریب سیلهوت- 2جدول 
تفسیرs̅(k(ضریب سیلهوت

بندي داده قوي استخوشه1-75/0
داده معقولانه استبنديخوشه5/0- 75/0
بندي داده ضعیف استخوشه25/0- 5/0

بندي نشدهخو شه25/0کمتر از 

1- silhouette Coefficient
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بندي هاي خوشهگیري از دادهنهمنظور نموبه
، از روش تخصیص متناسب SOMشده به روش 
هادر این روش، تعداد نمونه. استاستفاده شده 

که بنحويمتناسب با اندازه خوشه تغییر کرده 
گیري از با افزایش اندازه هر خوشه، تعداد نمونه

، )14(افزایش یافته و بالعکس خوشهآن
: 6ي رابطه

)6  (nh = n h∑
، تعداد نمونه گرفته شده از خوشه nh: که در آن

h ،n ،تعداد داده مورد نیاز ،Nhها در تعداد داده
تعداد داده در Njها و ، تعدادخوشهh ،Hخوشه 

.باشدها میسایر خوشه
آموزش، يها براداده% 70این تحقیق از در 

ها دادهیو مابقیاعتبارسنجيها براداده% 15
.استفاده شده استآزمونيبرا

بنديهاي حاصل از خوشهتحلیل آماري داده
توزیع منظور بررسی همگنی و مشابهت به
ها در سه مجموعه آموزش، اعتبارسنجی و داده

اي آماري ، علاوه بر مقایسه پارامترهآزمون
از آزمون ...) میانگین، انحراف معیار، چولگی (

1اسمیرنوف- کولموگروفاي ناپارامتري دو نمونه

)KS ( در این آزمون، . استفاده گردیدنیز
ترتیب یکسان بودن و یکسان ، بهH1و H0فرض

ها در دو جمعیت را بیاننبودن توزیع داده
ه در آزمون مربوطه، با محاسبه آمار. نمایدمی

، و مقایسه آن با مقدار7از رابطه ) Dc(آزمون 
آماره بحرانی که با توجه به تعداد داده و سطح 

گردد از جدول تعیین می) α=1%مثلاً(خطا 
)Dt(توان یکسان بودن توزیع جمعیت ، می

ها را در سه مجموعه، به صورت دو به دو  داده
. با یکدیگر مقایسه نمود

)7 (D = Max ( )− ( )
، فراوانی تجمعی F(ni2(و ni1)F(: که در آن

n2و n1در دو مجموعه مورد مقایسه، xمتغیر 

آماره آزمون، ،Dcها در دو مجموعه و تعداد داده
انی تجمعی حداکثر قدر مطلق اختلاف فراو

چنانچه آماره .)13(باشد نسبی دو مجموعه می
، )Dt(از آماره جدول ) Dc(محاسبه شده آزمون 

. شودآزمون، تائید میH0تر باشد، فرض کوچک
جهت MATLABافزار در این تحقیق از نرم

.انجام این آزمون استفاده شده است
هاسازي دادهاستاندارد

بعد منظور بیها، بهاستاندارد نمودن داده
در عملیات (در محاسبات فاصلههادادهنمودن 
منظور جلوگیري از و یا به)بنديخوشه

هاي تخصیص شدن بیش از حد وزنکوچک
) هاي شبکه عصبیدر مدل(ها یافته به نورون

در این تحقیق با توجه به استفاده از . باشدمی
توابع محرك سیگموئید و تانژانت هایپربولیک 

جهت  استاندارد 9و 8هاي تیب از رابطهتربه
-9/0[و ]1/0- 9/0[هاي ها در بازهنمودن داده

.استفاده شده است]-9/0
)8(z = 0.1 + 0.8 ∗
)9(z = . ( ) − 0.9

،Xi،Xi، متغیر استاندارد شده Z: که در آن
ترتیب مقادیر بهXimaxوXiminمتغیر اولیه، 

.باشندمیXiکمینه و بیشینه متغیر 
خروجیومتغیرهاي ورودي

عصبی، از هاي شبکه در آموزش مدل
، دبی متوسط روزانه )Qi(اي هاي دبی لحظهداده

)Qt( متوسط بارش روزانه ،)Pt( و دماي متوسط
1- Two-Sample Kolmogoro-Smirnov Test
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عنوان متغیرهاي ورودي به)Tt(روزانه 
و از غلظت رسوب معلق )1گرهاي مدلتخمین(
)SSCt(عنوان متغیر خروجی استفاده شده به

منظور افزایش دقت همچنین به. است
رسوب معلق روزانه، علاوه بر سازي غلظتمدل
روز 5هاي تا ، از داده)t(هاي روز جاري داده

به دلیل . نیز استفاده گردید) t-5(ماقبل آن 
روز و جلوگیري از 5تغییرات کم دما درمدت 

هاي مشابه به شبکه عصبی معرفی داده
،  فقط از دماي )جلوگیري از بیش برازش(

داده استفاده براي هر الگوي)Tt(متوسط روزانه 
.شده است

هاسازي و اسامی مدلروش مدل
با توجه به تغییرات شدید غلظت رسوب 

به دلیل (معلق رودخانه در فصول مختلف سال 
و به منظور ) حوزهنقش عوامل هیدرواقلیمی 

سازي هاي همگن در مدلدادهبکارگیري
رژیم بارش-1سه عامل ، ابتدا بر اساس رسوب

رواناب حاصل از -2) بارانی-برفی، بارانی، برفی(
و تغییرات کلی هیدروگراف )12(بارش نوع 

) شاخه صعودي یا نزولی(جریانسالیانه 
هاي مختلف سال در طول دوره ماه،)2شکل(

گروه تفکیک و سپس براي 5آماري به 
هاي هر گروه، مدل شبکه عصبی داده

) ANN-1تا ANN-5هاي مدل(اي جداگانه
لازم به ذکر است . ساخته شد3مطابق جدول 

الگوي تغییرات دبی روزانه رودخانه کرج که 
هاي آماري این در سال، )واقع در ایستگاه سیرا(

مشابه با الگوي نشان داده شده تقریباًتحقیق، 
هاي پس از تفکیک گروه.باشدمی2در شکل 

ها با انجام هاي مورد نیاز مدلاصلی، داده
هاي گیري از دادهبندي و نمونهعملیات خوشه

منظور بررسی تاثیر به.هر گروه، تهیه گردید
ترکیبات مختلف متغیرهاي ورودي در کارائی 

هاي سازي رسوب معلق، در هر گروه، مدلمدل
بر مبناي ترکیب (مختلفی از شبکه عصبی 

طراحی، آموزش و مورد ) ديمتغیرهاي ورو
آزمون قرار گرفت و سپس با توجه به 

، آنهاها، از میان هاي ارزیابی کارائی مدلشاخص
هائی که ورودي مدل. مدل بهینه انتخاب شد

باشند با اسامی دبی جریان، بارش و دما میآنها
ANN-NM-QPTهائی که از دبی و مدل

اسامی نمایند با جریان به تنهائی استفاده می
ANN-NM-Qدر این اسامی، . اندمشخص شده

به عنوان . باشد، شماره گروه میNMحروف 
، مدل شبکه عصبی ANN-2-QPTمثال، مدل 

بوده که از متغیرهاي دبی 2مربوط به گروه 
جریان، بارش و دماي روزانه در ساخت آن 

منظور بررسی تاثیر به.استفاده شده است
ئی برآورد رسوب ها در کارابندي دادهگروه

معلق، یک مدل شبکه عصبی واحد 
)ANN-ALL ( نیز براي کلیه فصول سال تهیه

هاي هاي مورد استفاده در بخشداده. شد
هاي مورد آموزش و آزمون این مدل، از داده

هاي آموزش و آزمون استفاده در بخش
پس از آن، . گانه قبل انتخاب گردید5هاي مدل

5هاي مقدار خطاي مدلمقدار خطاي مدل با 
گانه در 5هاي همانند مدل.گانه مقایسه شد

این مدل نیز، جهت بررسی اثر متغیرهاي بارش 
و دما در برآورد رسوب معلق، یک مدل با نام 

ANN-ALL-QPT و به منظور بررسی اثر دبی
جریان به تنهائی، مدل دیگري به نام

ANN-ALL-Q طراحی، آموزش و مورد آزمون
.گرفتقرار

1- Model Estimator
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هابندي دادهو گروه) 1360-1361(ج واقع در ایستگاه سیرا الگوي تغییرات دبی روزانه رودخانه کر- 2شکل 

هاها و اسامی مدلتفکیک زمانی داده-3جدول

هاارزیابی کارائی مدل
شده از منظور ارزیابی نتایج گرفتهبه

با آنهاهاي شبکه عصبی و مقایسهمدل
هاي مجموعه داده(هاي رسوب مشاهداتی داده

گیري مقدار خطا و ترسیمات ، اندازه)آزمون
همچنین نمودار . گرافیکی انجام گردید

هاي اي، با دادههاي مشاهدهداده1پراکنش
محاسباتی مدل ترسیم، و معادله خط رگرسیون 

بهترین خط برازش ) R2(2و ضریب تبیین
به منظور ). 10يهرابط(تعیین گردید 

ها، از بررسیمیزان خطاي محاسباتی مدل
3هاي ریشه میانگین مربعات خطاشاخص

)RMSE(4، میانگین قدر مطلق خطا)MAE ( و
ترتیب به) NS(5ساتکلیف-معیار ناش

. استفاده شد13و 12، 11هاي رابطه

)10(R = ∑ ( )∑ ∑ ( )
)11(RMSE = ∑ (s − s )
)12(MAE = ∑ |( )|
)13(NS = 1 − ∑ ( )∑

ترتیب غلظت بهSMو Soهاي فوق، در رابطه
، SOاي و برآورد شده، رسوب معلق مشاهده

، SMاي، میانگین غلظت رسوب مشاهده
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)فروردین- اسفند(1گروه 

)تیر، مرداد، شهریور(3گروه

)خرداد-اردیبهشت(2گروه

)آبان-مهر(4گروه)دي، بهمنآذر،(5گروه 

وضعیت کلی هیدروگراف رژیم بارشهاها و اسامی ماهگروه دادهنام مدل
تعداد آبنوع روانجریان

داده

ANN-1 بارش همراه با ذوب آب روانشاخه صعوديبرف-باراناسفند، فروردین-1گروه
155برف

ANN-2 آب بارش همراه با ذوب روانشاخه نزولیباراناردیبهشت، خرداد-2گروه
133برف

ANN-3 113دبی پایهتغییر چندانی نداردبارانتیر، مرداد، شهریور-3گروه

ANN-4 آب بارش بدون ذوب روانتغییر چندانی نداردبارانمهر، آبان-4گروه
88برف

ANN-5 آب زیادي مشاهده روانتغییر چندانی نداردارانب-برفآذر، دي، بهمن-5گروه
121شودنمی

ANN-ALL610آبهمه نوع روانتمامی شرایطهاهمه رژیمهاي سالتمامی ماه

1- Scatter Plot 2- Coefficient of Determination 3- Nash-Sutcliffe
4- Root Mean Square error          5- Mean Absolute Error
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، تعداد nمیانگین غلظت رسوب برآورد شده و
.باشدها میداده

نتایج و بحث
هابندي و تحلیل آماري دادهنتایج خوشه

ها براي هر یک از تعداد بهینه خوشهنتایج 
4اي شبکه عصبی محاسبه و در جدول همدل

نتایج پارامترهاي همچنین .شده استبیان 
KSاي هاي ناپارامتري دو نمونهآزمونآماري و 

روي سه مجموعه آموزش، اعتبارسنجی و 
با توجه به کثرت که محاسبه ها آزمون مدل

آنهایکی از تنها به ذکر نتایججداول آماري
اکتفا ) ANN-2-QPTمدلدر KSنتایج آزمون (

نتایج این جدول،. )5جدول (شده است
ها دهنده همگنی و توزیع یکسان دادهنشان

یاد در سه مجموعه ) آزمونH0تائید فرض (
به عبارت دیگر، .باشدشده در این مدل می

ANN-2-QPTواسنجی مدل هاي داده

نحوي انتخاب ، به)هاي مجموعه آموزشداده(
ها در کل دورهاینده دادهاند که معرف و نمشده

.باشند) 2هاي گروه ماهداده(آماري این مدل 
گیري نمود که توان نتیجهاز نتایج فوق می

ها هاي مورد استفاده در واسنجی مدلداده
نحوي انتخاب به) هاي مجموعه آموزشداده(

ها در کل دوره اند که معرف و نماینده دادهشده

دهی قدرت تعمیماین مسئله،.آماري باشند
.دهدساخته شده را افزایش میهايمدل

سازينتایج مدل
هاي نتایج طراحی، آموزش و ارزیابی مدل

خلاصه شده 6مختلف شبکه عصبی در جدول 
براي هر مدل، بهترین ترکیب متغیرهاي . است

ورودي و همچنین ساختار شبکه عصبی و نوع 
ی هاي ارزیابتابع محرك آن، به همراه شاخص

به عنوان مثال . کارائی مدل بیان گردیده است
در SSCt)(جهت برآورد غلظت رسوب معلق 

هاي ، بهترین ترکیب دادهANN-2-QPTمدل 
، )Qi(اي جریان هاي دبی لحظهورودي، داده

، دبی متوسط با تاخیر )Qt(دبی متوسط روزانه 
، )Tt(، دماي متوسط روزانه )Qt-1(یک روزه 

و بارش متوسط با ) Pt(بارش متوسط روزانه
همچنین، . بوده است) Pt-1(تاخیر یک روزه 

ها، با توجه به هاي ارزیابی کارائی مدلشاخص
هاي آزمون هر مدل، محاسبه مجموعه داده

دهد، در همانطور که نتایج نشان می.اندشده
ها، اضافه نمودن متغیرهاي دما و کلیه مدل

از . ستشده اآنهابارش سبب افزایش کارائی 
سوي دیگر، کارائی استفاده از چند مدل ساده 

، به مراتب )ANN- 5تا ANN-1هايمدل(
بیشتر از زمانی است که تنها از یک مدل واحد 

، جهت برآورد رسوب معلق )ANN-ALLمدل (
.شوداستفاده می
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ها تعداد بهینه خوشه- 4جدول 
sسیلهوتضریب نام مدل ̅(k)هاتعداد بهینه خوشه
ANN-17/03
ANN-277/03
ANN-386/04
ANN-487/04
ANN-593/012

ANN-ALL82/03

مدلهاي سه مجموعه آموزش، اعتبارسنجی و آزمون درروي دادهKSاي ناپارامتري دو نمونهنتایج آزمون -5ول جد
ANN-2-QPT

P-valueهاي مورد مقایسهمجموعهمتغیر
Dcآماره 

)محاسباتی(
Dtآماره 

)جدول(
35/0**46/018/0اعتبارسنجی- آموزش)Qi(اي دبی لحظه
4/0**62/018/0آزمون- آموزش)Qi(اي دبی لحظه
48/0**33/027/0آزمون-اعتبارسنجی)Qi(اي دبی لحظه

35/0**71/015/0اعتبارسنجی- آموزش)Qt(دبی متوسط روزانه 
4/0**62/018/0آزمون- آموزش)Qt(دبی متوسط روزانه 
48/0**51/023/0آزمون-اعتبارسنجی)Qt(دبی متوسط روزانه 

35/0**55/017/0اعتبارسنجی- آموزش)Qt-1(دبی متوسط با تاخیر یک روزه 
4/0**73/017/0آزمون- آموزش)Qt-1(دبی متوسط با تاخیر یک روزه 
48/0**8/018/0آزمون-اعتبارسنجی)Qt-1(دبی متوسط با تاخیر یک روزه 

35/0**25/022/0اعتبارسنجی- آموزش)Tt(دماي متوسط روزانه 
4/0**3/023/0آزمون- آموزش)Tt(دماي متوسط روزانه 
48/0**61/021/0آزمون-اعتبارسنجی)Tt(دماي متوسط روزانه 
35/0**29/021/0اعتبارسنجی- آموزش)Pt(بارش متوسط روزانه 
4/0**96/012/0آزمون- آموزش)Pt(بارش متوسط روزانه 
48/0**19/031/0آزمون-اعتبارسنجی)Pt(بارش متوسط روزانه 

35/0**4/019/0اعتبارسنجی- آموزش)Pt-1(بارش متوسط با تاخیر یک روزه 
4/0**97/012/0آزمون- آموزش)Pt-1(بارش متوسط با تاخیر یک روزه 
48/0**73/019/0آزمون-اعتبارسنجی)Pt-1(بارش متوسط با تاخیر یک روزه 

35/0**79/014/0اعتبارسنجی- آموزش)SSCt(غلظت متوسط رسوب معلق 
4/0**81/015/0آزمون- آموزش)SSCt(غلظت متوسط رسوب معلق 
48/0**11/0آزمون-اعتبارسنجی)SSCt(غلظت متوسط رسوب معلق 

)α=% 1(درصد یا خطاي یک درصد 99داري در سطح اطمینان معنی: **

 [
 D

ow
nl

oa
de

d 
fr

om
 jw

m
r.

sa
nr

u.
ac

.ir
 o

n 
20

26
-0

2-
10

 ]
 

                            13 / 19

https://jwmr.sanru.ac.ir/article-1-416-en.html


111..........................................................................................................1393زمستانو پاییز/ 10شماره / پژوهشنامه مدیریت حوزه آبخیز سال پنجم

هاي مختلف شبکه عصبی در تخمین غلظت رسوب معلقنتایج ارزیابی مدلساختار و -6جدول 

تابع بهترین ترکیب متغیرهاي ورودينام مدل
محرك

ساختار 
شبکه

هاي ارزیابی کارائی مدلشاخص
)هاي آزمونبا داده(

R2MAE
(mg/l)

RMSE
(mg/l)NS

ANN-1-QPTQi,Qt-1,P, Pt-1, TLogsig1:8:191/088/11793/15690/0
ANN-1-QQi, Qt-1, Qt-2, Qt-3Logsig1:12:151/074/20629/41236/0

ANN-2-QPTQi, Qt, Qt-1, P, Pt-1, TLogsig1:11:196/020/13737/16996/0
ANN-2-QQi, Qt, Qt-1, Qt-2, Qt-3, Qt-4, Qt-5Logsig1:8:195/086/21282/28188/0

ANN-3-QPTQi, Qt, Qt-1, Qt-2, Qt-3, Pt, Pt-1, Pt-2,
Pt-3

Logsig1:19:198/068/12963/17396/0

ANN-3-QQi, Qt, Qt-1, Qt-2, Qt-3Logsig1:12:191/097/19905/32787/0

ANN-4-QPTQi, Qt, Qt-1, Qt-2, Qt-3, Pt, Pt-1, Pt-2,
Pt-3, T

Logsig1:13:199/006/4887/5599/0
ANN-4-QQi, Qt, Qt-1, Qt-2, Qt-3Logsig1:5:199/061/5370/6799/0

ANN-5-QPTQi, Qt, Qt-1, Qt-2,  Pt, Pt-1, Pt-2, TLogsig1:11:199/004/3347/4099/0
ANN-5-QQi, Qt, Qt-1, Qt-2, Qt-3, Qt-4, Qt-5Logsig1:12:136/066/13705/41502/0

ANN-ALL-QPTQi, Qt, Qt-1, P, Pt-1, TLogsig1:11:147/032/24694/56245/0
ANN-ALL-QQi, Qt, Qt-1, Qt-2, Qt-3, Qt-4, Qt-5Logsig1:12:139/094/26853/60835/0

مودار پراکنش غلظت رسوب معلق ، ن3شکل 
هاي آزمون دادهو محاسباتیايمشاهده

ی که از بارش و دما ئهامدل(هاي مختلفمدل
به همراه دبی جریان به عنوان ورودي استفاده 

همانطور که مشاهده . دهدمینشان را )کنندمی
-ANN-1هايمدلخط رگرسیون در شود، می

QPT 5تا-QPT-ANNا مدل در مقایسه ب
ALL-QPT-ANN ،ها برازش بهتري به داده
هاي مبتنی بر ، مدل4در شکل .داشته است

) ANN-5تا ANN-1هاي مدل(تفکیک داده 
اند مقادیر رسوب در به خوبی توانسته

هاي کم و زیاد را برآورد نمایند، این در غلظت
در برآورد ANN-ALLحالی است که مدل 

.نبوده استصحیح مقادیر رسوب چندان موفق
بندي زمانی توان گفت که طبقهدر مجموع می

و حوزههیدرواقلیمی ها بر اساس شرایط داده
بکارگیري متغیرهاي دما و بارش به همراه دبی 
جریان، سبب افزایش دقت برآورد غلظت رسوب 

نتایج گرفته شده در این .معلق شده است
سازي رسوب معلق با تحقیق، در رابطه با مدل

رگیري متغیرهاي بارش و دما، با نتایج دیگر بکا
، کاکائی )23(نظیر اولکی و همکاران محققین

، )24(، زو و همکاران )6(لفدانی و همکاران 
) 15(و ملسی و همکاران ) 9(کیسی و شیري 

همچنین نتایج گرفته شده .نمایدمطابقت می
ها با استفاده از سازي دادهدر زمینه همگن

ها بر اساس شرایط بندي دادهطبقه
، با نتایج مساعدي و حوزههیدرواقلیمی 

و ) 25(، ذرتی پور و همکاران )16(همکاران 
.باشدسو میهم) 4(قورقی و همکاران 
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مقابل مقادیردرهاي شبکه عصبیتوسط مدلمعلقرسوبغلظتسازيشبیهازحاصلنتایجاينقطهنمودار- 3شکل
)آزمونمرحلهدر(یمشاهدات

مشاهداتیمقابل مقادیردرهاي شبکه عصبی توسط مدلمعلقغلظت رسوبسازيشبیهازحاصلنتایج- 4شکل 
)آزمونمرحلهدر(

مقدار رسوب معلق تریقچه دقبرآورد هر
در کاهش آنهاینقش منفیلها، به دلرودخانه
کاهش ی،گآب، انتقال آلودیفیکيهاشاخص

ايیژهویتها از اهممخازن و کانالیتظرف
انجام شده در یقاتدر اغلب تحق. برخوردار است

از ي،ارسوب معلق رودخانهسازيیهشبینهزم

مقدار گرینتخمیرعنوان تنها متغن بهیاجریدب
است که یدر حالینو اشودیرسوب استفاده م

رسوب یانسوارتواندینمیبه تنهائیانجریدب
فصول مختلف سال در یرودخانه را به خوب

نشان داد که یقتحقینایجنتا. یدنمایینتب
دما و یرهايبه همراه متغیانجریاستفاده از دب
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گذار در یرتاثیرهايعنوان متغبه(بارش روزانه 
یکارائتواندی، م)حوزهیو رسوبدهیشفرسا
. دهدیشافزایاديرا به مقدار زيسازمدل
یطو شرایفصلییراتنقش تغیلبه دلنینهمچ

ها، حوزهیو رسوبدهیشدر فرسایآب و هوائ
بر اساس (ها دادهيسازهمگنویزمانیکتفک
نوع یان،جریدروگرافهیتبارش، وضعیمرژ

نقش ي،سازقبل از مدل) رواناب حاصل از بارش
در . دارددر دقت برآورد رسوب رودخانه یمهم

از چند مدل ساده که بر هتفاداساین رابطه، 
اند، بهتر شدهینالذکر تدوفوقیارهاياساس مع

یکیتفکیچگونهکه در آن ه(مدل واحد یکاز 
مقدار تواندیم) ها انجام نشده استدر داده

نکته مهم . یدرسوب معلق رودخانه را برآورد نما
یطیمحیرهايمتغيسازکه در مدلي یگرد
آن توجه گردد، بهیستیبا) رسوب معلقیرنظ(

ها مدلیمناسب جهت واسنجيهاانتخاب داده
انتخاب يابه گونهیستیها بادادهینا. باشدیم

ها در کل دوره شوند که ضمن آنکه معرف داده
یرنظ(ها مجموعه دادهیگرهستند، با ديآمار

، )و آزمونیسنجاعتباريهامجموعه داده
ینر اد. دباشنیکسانیعتوزيمشابه و دارا

در ی، ابزار مناسبSOMیراستا، شبکه عصب
يهاها و ساخت مجموعه دادهدادهيبندخوشه

ینایجدر مجموع، نتا. باشدیمشابه و همگن م
بکار رفته در آن، يسازو ساختار مدلیقتحق

یادر برآورد و یبه عنوان الگوئتواندیم
یطیمحیرهاياز متغیاريبسبینییشپ

یرهايو تعرق، متغیرتبخی،ه دبها از جملحوزه
و ) فسفاتیترات،نیرنظ(ها آب رودخانهیفیک
.یردمورد استفاده قرار گیرهغ
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Estimation of Daily Suspended Sediment Concentration using
Artificial Neural Networks and Data Clustering by Self-Organizing
Map (Case Study: Sierra Hydrometry Station- Karaj Dam Watershed)

Mahmoodreza Tabatabaei1, Karim Solaimani2, Mahmoud Habibnejad Roshan2

and Ataollah Kavian3

Abstract
Nowadays, the accurate estimation of rivers suspended sediment load (SSL), from

various aspects, such as water resources engineering, environmental issues, water
quality and so on is important. In this regard, because of various roles of fixed and
dynamic variables of watersheds, the watershed hydrological models have not showen a
proper efficiency in statimation of SSL. Also, the most SSL studies are based on only
flow discharge variable whereas the results of the present study have proved that the
efficiency of these modeles is very poor. On the other hands, the parameters such as
rainfall type, year seasons and flow hydrograph shape have important role in watershed
sediment yield that were ignored in the most SSL simulations. In the present study,
multi layers perceptron neural network and hydro-meteorological data (daily flow
discharge, suspended sediment concentration, daily rainfall and temperature) of Karaj
dam watershed in a 30-year period (1981 to 2011) were used to estimate daily
suspended sediment concentration of Sierra station. Due to the role of seasonal changes
and flow conditions in sediment yield and sediment transport of the watershed, based on
rainfall regime, hydrograph condition and runoff type, the data used in this study were
first seperated into 5 groups and then for each group, a separate model was designed. In
order to increase the generalization ability of the neural network models, self-organizing
map (SOM) and Silhouette coefficient were used for data clustering and determination
of the optimal number of clusters respectively. The research results showed that the use
of daily precipitation and temperature variables along with flow discharge and data
separating based on watershed time and hydro climatic conditions has had an important
role in increasing the accurate estimation of the river sediment. In this regard, among
the models, the maximum calculated error is when only a single model is used for all
year seasons. The research results and its used structure can be used as a pattern to
estimate and to forecast many environmental variables of watersheds.

Keywords: Clustering, Karaj River, Neural Networks, Self-Organizing Map, Suspended
Sediment

1- PhD Student, Sari Agricultural Sciences and Natural Resources University
(Corresponding author: taba1345@hotmail.com)

2 and 3- Professor and Associate Professor, Sari Agricultural Sciences and Natural Resources University
Received: May, 2 2014 Accepted: August, 26 2014

 [
 D

ow
nl

oa
de

d 
fr

om
 jw

m
r.

sa
nr

u.
ac

.ir
 o

n 
20

26
-0

2-
10

 ]
 

Powered by TCPDF (www.tcpdf.org)

                            19 / 19

https://jwmr.sanru.ac.ir/article-1-416-en.html
http://www.tcpdf.org

