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چکیده
ست و لذا شناسایی و از اهمیت بسیاري برخوردار ا،هاي آبیها در پروژهبرآورد دقیق مقدار رسوبات حمل شده توسط رودخانه

تحقیقات مرتبط به بر اساسشود که بایستی هاي مناسب جهت برآورد دبی رسوبات معلق از اهداف مهمی تلقی میپیشنهاد روش
گیري، ماشین بردار پشتیبان هاي یادگیري ماشین از جمله مدل درختان تصمیمتوان به روشها میاین روشانجام برسد. از جمله

بینی میزان دبی رسوبات معلق حوزه آبخیز ها در پیشمصنوعی اشاره کرد. در این پژوهش، کارایی این تکنیکو شبکه عصبی
باباامان در این پژوهش عبارتند از: بینی رسوبات معلق حوزه براي پیشهاي ورودي بجنورد مورد بررسی قرار گرفت. دادهباباامان

است. جهت ارزیابی دقت و 1380تا سال 1349آماري از سال که مربوط به دورهجریان، دبی رسوب معلق، بارش و تبخیر، دبی
به RMSEو Rهاي آماري استفاده شدند. در نهایت نتایج معیارMAE ،RMSE ،Rهاي آماري ها، معیارصحت نتایج این مدل

56/48881و 96/0خت تصمیم ، مدل در28/1و 98/0، مدل شبکه عصبی 77/55863و 80/0ترتیب براي مدل منحنی سنجه 
است. مقادیر به دست آمده نشان داد که ماشین بردار پشتیبان در مقایسه با 6998/0و 99/0و مدل ماشین بردار پشتیبان

گیري شده داشته است. تري با مقادیر اندازههاي نامبرده، تطابق بسیار بیشروش

منحنی سنجه رسوببی مصنوعی، ماشین بردار پشتیبان،ه عصهاي کلیدي: بار رسوب معلق، درخت تصمیم، شبکواژه

مقدمه
به از دست گذاري، فرآیندي است که فرسایش و رسوب

چنین ایجاد یز و همـهاي آبخخیز حوزهحاصلهايرفتن خاك
هاي عمرانی از جمله انباشته ناپذیر به پروژهخسارات جبران

ها، فید آنشدن رسوبات در پشت سدها و کاهش حجم م
د. از طرف دیگر، حمل شومیمنجر غیرهها و تخریب سازه

آب از لحاظ شرب و تهاي کیفیرسوب روي شاخص
نزدیک کشاورزي نیز تأثیرگذار است. لذا برآورد حجم و مقدار 

هاي آبی، آبخیزداري و هرسوبات حمل شده در پروژبه واقعیت
ققین در مورد برداري از منابع آب مورد نیاز است. محبهره

اند با هاي اخیر توانستهپدیده فرسایش و انتقال رسوب در سال
هاي هوش مصنوعی به عنوان یک ابزار استفاده از روش

جدید، مقدار رسوبات معلق را محاسبه کنند.
رسوب معلق استان )، در برآورد 13یوسفی و پورشرعیاتی (

توابع آموزشی به لرستان با استفاده از شبکه عصبی و ارزیابی 
هاي موجود، این نتیجه رسیدند که از بین الگوریتم

و =99/0Rبا ضریب همبستگی TRAINLMالگوریتم
10/0RMSE (ton/day) ، بهترین الگوریتم است. =

)، در برآورد غلظت 12نتایج تحقیق طباطبایی و همکاران (
رسوب معلق روزانه با استفاده از شبکه عصبی مصنوعی و 

ها به روش نگاشت خودسازمان ده رودخانه بندي دادهخوشه
کرج نشان داد که استفاده از متغیرهاي بارش و دماي روزانه 

ها، نقش مهمی در به همراه دبی جریان و تفکیک زمانی داده
افزایش دقت برآورد رسوب رودخانه داشته است.

هاي تخمین )، در مقایسه روش5خواه (دهقانی و وفاه
هاي منحنی سنجه رسوب معلق روزانه با استفاده از روش

رسوب و شبکه عصبی در استان گلستان به این نتیجه رسیدند 
هاي دبی همان روز و که شبکه پرسپترون چند لایه با ورودي

روز قبل، از دقت بالاتري برخوردار هستند. دوو یکدبی 
صبی چنین نتایج پژوهش نشان داد که دقت روش شبکه عهم

هاي منحنی سنجه رسوب، بالاتر است.نسبت به روش
سازي بار رسوب کل )، در مدل6فلامکی و همکاران (

هاي عصبی مصنوعی به این ها با استفاده از شبکهرودخانه
هاي شبکههاي ارائه شده بر پایهنتیجه رسیدند که مدل

تريخوانی بیشعصبی با مقادیر رسوب کل مشاهده شده، هم
تواند مقدار رسوب را در نقاط میMLP1دارند و به ویژه شبکه

پیک به خوبی برآورد نماید.
)، در برآورد رسوبات معلق سد ایلام با 1اکبري و طالبی (

گیري به این نتیجه رسیدند که استفاده از مدل درختان تصمیم
،این مدل در مقایسه با روش مرسوم منحنی سنجه رسوب

گیري شده داشته است.تري با مقادیر اندازهار بیشتطابق بسی
بینی حجم رسوبات )، در پیش7کاکائی لفدانی و همکاران (

به این SVM3وGMDH2هاي معلق با استفاده از مدل
بینی حجم رسوبات نتیجه رسیدند که این دو مدل در پیش

معلق رودخانه دویرج، عملکرد بالایی دارند. دستورانی و 
)، در مطالعه برآورد رسوبات معلق با استفاده از 4(همکاران

شبکه عصبی مصنوعی در حوزه آبخیز جامیشان نتیجه گرفتند 
که شبکه عصبی مصنوعی، نتایج قابل قبولی را جهت 

نتایج کند.سازي بار معلق در ایستگاه حیدرآباد ارائه میشبیه
با استفاده از شبکه عصبی) 11پژوهش طلوعی و همکاران (

هاي زمانی با مصنوعی و علم زمین آمار و با ادغام آنالیز سري
هاي مکانی به ارائه یک مدل جامع، جهت تخمین آنالیز سري

1- MLP: Multi-Layer 2- GMDH: Group Method of Data Handling 3- SVM: Support Vector Machine

ع طبیعی ساريدانشگاه علوم کشاورزي و مناب
پژوهشنامه اصلاح گیاهان زراعی
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دهنده ، نشانچايبار معلق ماهانه در طول رودخانه آجی
تر شدن شبکه عصبی در صورت استفاده از مناسب

نتایج آمار در برآورد مکانی بار معلق ماهانه بود.علم زمین
تخمین رسوب معلق با استفاده از )، در8هنگ و سواتساکی (

دهنده مناسب بودن شبکه عصبی و شبکه عصبی، نشان
توانایی افزایش کارآیی مدل با استفاده از اطلاعات کلیدي 

است.
سازي رسوب با )، در مدل9سنتیل کومار و همکاران (

و الگوریتم عصبی مصنوعی، منطق فازي استفاده از شبکه
درخت تصمیم در حوزه کاسل هند به این نتیجه دست یافتند 

درخت تصمیم نسبت به شبکه عصبی و منطق M5که مدل 
شعبانی و فازي، از دقت و صحت بالاتري برخوردار است.

)، در تخمین رسوبات معلق با استفاده از شبکه 10شعبانی (
ایج دست عصبی و منحنی سنجه در حوزه خوارستان به این نت

تر از منحنی سنجه یافتند که شبکه عصبی مصنوعی، مناسب
)، در برآورد بار رسوب بستر و بار 2اتاچاریا و همکاران (باست.

کل با استفاده از دو مدل شبکه عصبی و درخت، به مقایسه 
گیري شده هاي اندازههاي تجربی و دادهها با روشنتایج آن

نشان داد که مدل درخت تصمیم حاصل واقعی پرداختند. نتایج
(در هر دو مورد بار بستر و بار کل) نسبت به و شبکه عصبی

،هاي واقعی دارندهاي تجربی، تطابق بهتري با دادهروش

بنابراین با توجه به اهمیت میزان تولید رسوب معلق و 
هاي هیدرومتري چنین کمبود امکانات موجود در ایستگاههم

سوب واقعی، این مطالعه با هدف کلی جهت تعیین مقدار ر
هاي هوشمند در برآورد شناخت و آزمودن تعدادي از روش

ها با مقادیر مشاهده میزان رسوب بار معلق و مقایسه نتایج آن
گیري و نیز روش منحنی سنجه هاي اندازهشده در ایستگاه

رسوب به اجرا در آمده است. 

هامواد و روش
منطقه مورد مطالعه

کیلومتري شمال شرقی 12در فاصله باباامانرودخانه 
هاي پیوند. این رودخانه جریانات رودخانهبجنورد، به اترك می

چهارخروار در بخش جنوب شرقی و جنوبی وفیروزه در بخش
آوري و به بش قارداش در بخش انتهایی حوزه باباامان را جمع

روجی مختصات نقطه خکند. اترك هدایت میرود سمت 
طولاست دارايباباامانحوزه که محل ایستگاه هیدرومتري 

)UTM(و عرض جغرافیایی 538844)UTM(جغرافیایی 
ایستگاه هیدرومتري، هواشناسی و است. 4147632

سنجی در داخل حوزه و در نزدیکی خروجی حوزه قرار باران
1شکل کیلومتر مربع است.6/1232دارند. مساحت حوزه 

دهد.غرافیایی محدوده مورد مطالعه را نشان میموقعیت ج

موقعیت جغرافیایی محدوده مورد مطالعه-1شکل 
Figure 1. The geographical location of the study area

روش پژوهش
در این پژوهش جهت برآورد رسوبات معلق از آمار ایستگاه 

ودخانه چناران واقع بر رباباامانهیدرومتري و هواشناسی 
هاي ، و مدلکه در نزدیکی خروجی حوزه قرار دارندبجنورد

هاي بردار گیري و ماشینشبکه عصبی، درخت تصمیم
بینی هاي ورودي براي پیشپشتیبان استفاده شده است. داده

در این پژوهش عبارتند از: دبیباباامانرسوبات معلق حوزه 
(تن در روز)، معلق(مترمکعب بر ثانیه)، دبی رسوبجریان

آماري از سال متر)، که مربوط به دوره(میلیبارش و تبخیر
پارامترهاي آماري 1است. جدول 1380تا سال 1349

دهد. سپس براي بهبود هاي مورد استفاده را نشان میداده
ها، با ثابت بودن دبی متناظر در هر بار اجراي مدل، نتایج مدل

روز قبل و میانگین دبی دو روز هاي مجموع بارش دوداده
قبل تا میانگین دبی پنج روز قبل و مجموع بارش تا پنج روز 
قبل به عنوان متغیر ورودي به مدل وارد شده است. رسوب 

معلق هم به عنوان متغیر خروجی مدل است. 
هاي انجام شده که در طی به این ترتیب پس از تحلیل

آمد، به دستها این روشهاي هوشمند و نتایجاجراي روش
بهترین ورودي با پارامترهاي دبی جریان، بارش، تبخیر، 
میانگین دبی پنج روز گذشته و مجموع بارش پنج روز گذشته 

ها به صورت روزانه مورد استفاده است. تمامی دادهشدهتعیین 
ها به ویژه که بازسازي دادهقرار گرفتند. با توجه به این

مراه با خطاست در این پژوهش بازسازي هاي رسوب هداده
گیري موجود اندازههايصورت نگرفته است و فقط از داده
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هاي استفاده شده در این چنین دادهاستفاده شده است. هم
شود و فقط شامل روزهایی پژوهش تمام روزها را شامل نمی

هم است که رسوب معلق برداشت شده و دبی متناظر با آن
هاي اندازه گیري شده مربوط به موجود است. تعداد کل داده
داده بوده 147، تعداد 80تا 49رسوب در کل دوره آماري 

جمله دبی جریان، بارش است که آمار پارامترهاي دیگر آن از
ها جهت درصد داده75و تبخیر نیز موجود بود، انتخاب شد. 

ها سنجی مدلها جهت آزمون صحت درصد داده25آموزش و 
.شداستفاده 

هاي مورد استفادهمقادیر پارامترهاي آماري داده- 1جدول
Table 1. Values of statistical parameteres of the used data

مرحله آموزش

تبخیربارشدبیخصوصیات آماري
47/158/085/1میانگین
54/000حداقل
62/71320/9حداکثر

84/007/337/1ییراتضریب تغ

مرحله آزمون
53/345/23میانگین
49/000حداقل
12/9177/8حداکثر

61/066/179/0ضریب تغییرات

لبطافزار مهاي نامبرده از نرمبراي اجرا و محاسبات روش
هاي ذکر . شرط لازم براي اجراي مدلشداستفاده )، 2012(

ها قبل از استفاده در مدل است. این ادهسازي دشده، نرمال
ها زیاد باشد، کمک وقتی دامنه تغییرات وروديعمل خصوصاً

براي کندتر مدل میشایانی به آموزش بهتر و سریع
) از رابطه 15و و همکاران (هاي تحقیق زدسازي دادهنرمال

.نمودند) استفاده 1(

)  1رابطه (











max

min

XX

XX
X n

بهXmaxو Xminشده،مشاهدهدادهمعرف: xاین رابطه، که
: Xnوشدهمشاهدههاي دادهمقدارحداکثروحداقلترتیب

روش باهامدلایننتایجادامه،دراست.شدهنرمالداده
براي ارزیابی و .شدمقایسهسنجه رسوبمرسوم منحنی

استفاده، از معیارهاي آماريهاي موردمقایسه کارایی مدل
) RMSE)، جذر میانگین مربعات خطا (Rضریب همبستگی (

) طبق روابط زیر استفاده شده است:MAEو خطاي مطلق (
) 2رابطه (

)    3(رابطه 
)4(رابطه 

برآوردمقادیر: Pوشدهمشاهدهقادیر: مOروابط، ایندرکه 
مقادیر: میانگینPو مشاهده شده مقادیر: میانگینO، شده
منظور آشنایی بهاست.هانمونهعدادت: nو شدهسازيشبیه
سازي مورد استفاده در این پژوهش، تر با روش مدلبیش

شود.صورت ذیل بیان میدر مورد هرکدام بهتوضیح اجمالی
مدل منحنی سنجه رسوب

بینرگرسیونیرابطهرسوب، یکسنجهمنحنیمدلدر
استخراج رسوب معلقدبیوجریاندبیهاي متناظرداده
هاي کنار گذاشته شده براي ها همان داده(این دادهشودمی

مقداررابطه،اینبر اساسسپسها هستند).کالیبراسیون مدل
غلظت رسوبکهروزهاییدرمعلقرسوبدبی روزانه

آوردندسته بازپسد. شوبرآورد میاست،نشدهگیرياندازه
دبیهايدادهرسوب،سنجهمنحنیروشدرخطمعادله
شدهانتخابآزمونمرحلهبرايکهروزهاییبهمربوطجریان

تکتککهصورتبدین.شودمیدادهقراررابطهایندر
سنجهمنحنیازحاصلمعادلهدرآزمونمرحلهدبیهايداده

محاسبهمربوطهمتناظررسوبوگیرندمیقرارXجايبه
معادله منحنی سنجه رسوب را نشان 5رابطه .دشومی
دهد: می

b)  5(رابطه 
ws aQQ 

گرم در لیتر یا تن در : دبی رسوب برحسب میلیQSدر آن، که
: bو a: دبی جریان برحسب مترمکعب بر ثانیه و Qwروز، 

ضرایب ثابت معادله هستند.
شبکه عصبی

پردازشبرايالگوییمصنوعی،عصبیهايشبکه
مغزعصبی بیولوژیکیشبکهازتقلیدباکهاطلاعات هستند

جدیدالگو، ساختاراینکلیديعنصرند.اشدهساختهانسان
عنصر زیاديتعدادازاست کهآنپردازش اطلاعاتسیستم

با هم براي حلهماهنگکهداخلیقويارتباطاتبا1)نورون(
بوئر و استشدهتشکیلکنند،میکارمخصوصمسایل

این پژوهش از ساختار شبکه عصبی در).3همکاران (
تابع سیگموئید و الگوریتم انتشار به پرسپترون چند لایه با

عقب استفاده شده است.
به شرح زیر است: ساختار شبکه عصبی مصنوعی

شبکهبهکهورودياطلاعاتدریافت:2ورودييالف) لایه
.استشدهتغذیه

گیرد و میبین لایه ورودي و خروجی قرار :3ي پنهانب) لایه
گیرد.محاسبات در این لایه صورت می

1- Neuron 2- Input Layer 3- Hidden Layer
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: آخرین لایه در مدل است که نتایج مدل 1ي خروجیج) لایه
به صورت داده، شکل، نمودار و یا نقشه تنظیم شده و 

شود.ارائه می
گیريتصمیمدرخت

باتوابعتخمینبرايروشی، گیريتصمیمدرختیادگیري
بهقادروهاي مغشوش مقاوم بودهکه به دادهگسستهمقدار

تعریف استشاخه مختلفدوداراياصطلاحاتادگیريی
ازايمجموعهاستقرایی،تصمیم). درختان14(شودمی
آن ازراتصمیمدرختیکوگیردمیرامعلومهايداده

مجموعهصورتبهتواندمیدرختکند. سپسمیاستنتاج
شود. استفادههاي معلومویژگینتیجهبینیپیشبرايقوانینی

شود،میایجادآنوسیلهبهدرختکهاولیههايدادهموعهمج
). درخت 14شوند (میشناختههاي آموزشیدادهعنوانبه

باشد. در این تحقیق هاي مختلفی را دارا میتصمیم، الگوریتم
استفاده شده است. روش درختان CARTاز الگوریتم 

برایمن وسیلهبهباراولین(CART)بنديرگرسیونی و طبقه
هاي. درخت)14(پیشنهاد شد1984سال درهمکارانو

برايشاخهدوشامل دقیقاCARTًتوسط شدهتولیدتصمیم
هايدادهاز، بنديطبقهروشایندر هستند. تصمیمگرههر

.کندمیاستفادهتصمیمدرختاناصطلاحاًساختبرايتاریخی
جدیدايهطبقه بندي دادهبرايتصمیمدرختانآن گاه
. )14(شود میاستفاده

ماشین بردار پشتیبان
تشخیص و متمایزکردن الگوهاي پیچیده روش، هدف این

بنديدستهوبنديطبقهبرايالگوریتم. اولینستهادادهر د
برايآنمعیاروشدارائه2فیشرتوسط1936سالدرالگوها
آموزشیهايدادهبنديطبقهخطايکردنکمکردن،بهینه
یادگیريهايروشازیکیپشتیبان،بردارماشین.استبوده

5رگرسیونو3بنديطبقهبرايآنازکهاست4با نظارت

هاي پرسپترون چند نیز مانند شبکهSVM.کنندمیستفادها
بندي الگوها تواند براي کلاسي شعاعی، مییه و توابع پایهلا

هاي نظریه ماشین. گیردو برازش غیرخطی مورد استفاده قرار 
بندي است که در جدید طبقهبردار پشتیبان، یک روش نسبتاً

هاي اخیر کانون توجهات پژوهشگران این حوزه بوده سال
).14است (

نتایج و بحث
هاي منحنی سنجه، شبکه عصبی مصنوعی، نتایج مدل

درخت تصمیم و ماشین بردار پشتیبان و مقادیر مربوط به 
5و 4، 3، 2هاي هاي نامبرده در جدولي خطاي مدلمعیارها

) منحنی سنجه حاصل از 2نشان داده شده است. شکل (
دهد.هاي آموزشی را نشان میداده

مقادیر معیارهاي خطا در روش منحنی سنجه رسوب- 2دول ج
Table 2. Quantity of error criteria of sediment rating curve method

RMAE (ton/day)RMSE (ton/day)ورودي
80/0939/635577/55863دبی آب

نتایج معیارهاي آماري خطا مربوط به مدل شبکه عصبی مصنوعی در ترکیبات ورودي مختلف در مرحله آزمون- 3جدول
Table 3.The  results of statistical errors of artificial neural network model in different input combinations

in testing phase
RMAE (ton/day)RMSE(ton/day)ورودي

89/0884/2362471/2دبی همان روز، بارش، تبخیر، میانگین دبی دو روز گذشته و مجموع بارش دو روز گذشته
91/0695/27023/3بی همان روز، بارش، تبخیر، میانگین دبی سه روز گذشته و مجموع بارش سه روز گذشتهد

92/0783/29617/2دبی همان روز، بارش، تبخیر، میانگین دبی چهار روز گذشته و مجموع بارش چهار روز گذشته
98/0871/10528/1ع بارش پنج روز گذشتهدبی همان روز، بارش، تبخیر، میانگین دبی پنج روز گذشته و مجمو

.هاي آموزشیمنحنی سنجه حاصل از داده-2شکل
Figure 2- Rating Curve obtained from training data

1- Output Layer 2- Fisher 3- Supervised Learning
4- Classification 5- Regression
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نتایج معیارهاي آماري خطا مربوط به مدل درخت تصمیم در ترکیبات ورودي مختلف در مرحله آزمون- 4جدول 
Table 4. The  results of statistical errors of  decision tree model in different input combinations in  testing phase

مرحله آزموندرمختلفترکیبات وروديدرپشتیبانبردارماشینمدلبهمربوطخطاآماريمعیارهاينتایج- 5جدول
Table 5. The  results of statistical errors of support vector machine model in different input combinations in testing

phase
RMAE (ton/day)RMSE (ton/day)ورودي

993/0297/16661999/2دبی همان روز، بارش، تبخیر، میانگین دبی دو روز گذشته و مجموع بارش دو روز گذشته
999/0921/2471709/1دبی همان روز، بارش، تبخیر، میانگین دبی سه روز گذشته و مجموع بارش سه روز گذشته

99/0316/1829396/0دبی همان روز، بارش، تبخیر، میانگین دبی چهار روز گذشته و مجموع بارش چهار روز گذشته
9999/078/246998/0دبی همان روز، بارش، تبخیر، میانگین دبی پنج روز گذشته و مجموع بارش پنج روز گذشته

ه دست آمده از بMAEو R ،RMSEمقادیر 6جدول 
دهد. مقایسه هاي استفاده شده در تحقیق را نشان میمدل

نتایج معیارهاي خطا، گویاي آن است که مدل ماشین بردار 
تري برخوردار ها از دقت بیشپشتیبان نسبت به سایر مدل

هاي مورد مقایسه خروجی روش3چنین شکل باشد. هممی
دهد. ون را نشان میهاي آزماستفاده در این پژوهش، با داده

طور که مشخص است، روش بردار پشتیبان نسبت به همان
هاي تري با دادههاي مورد استفاده تطابق بیشسایر روش

دهنده کارایی بالاي این روش اي دارد. این امر، نشانمشاهده
هاست.نسبت به سایر روش

شود که روش مشاهده می6و جدول 3با توجه به شکل 
پشتیبان و سپس روش شبکه عصبی مصنوعی به ترتیب بردار

با دهند.بینی رسوب نشان میتري را جهت پیشنتایج دقیق
مدل توان بیان کرد که:می3توجه به بخش نتایج و شکل 

نیست. ه رسوب در این پژوهش روش مناسبی منحنی سنج
از يترهاي زیاد را بیشزیرا این روش بسیاري از نقاط با دبی

تر از هاي کم را کماي و بسیاري از نقاط با دبیدیر مشاهدهمقا
تواند یکی اي برآورد کرده است. که این امر مینقاط مشاهده

هاي منحنی سنجه در برآورد رسوبات معلق باشد.از ضعف

هاي نامبرده در بهترین حالتنتایج مقایسه روش- 6جدول
Table 6. Results of comparison for the mentioned  methods for the best condition

RMAE (ton/day)RMSE (ton/day)مدل

80/0939/635577/55863منحنی سنجه
99/0871/1052821/1عصبی مصنوعیشبکه

96/0526456/48881درخت تصمیم
99/078/24699/0ماشین بردار پشتیبان

) نیز به این نتیجه رسیدند 1در این رابطه اکبري و طالبی (
که منحنی سنجه، بار معلق حوزه را به خصوص در موارد 

ها حائز اهمیت بوده بسیار کمتر از ریزيسیلابی که در برنامه
روش شبکه عصبی مقدار مشاهداتی برآورد کرده است.

بی هاي بالا را به خومصنوعی، رسوب معلق مربوط به دبی
هاي کم هم سازي کرده است. این امر در مورد دبیشبیه

هاي کم، نقاطی به دبیباصادق است، اما در بعضی نقاط
نیز وجود دارند که مناسب عمل نکرده است. ءصورت استثنا

هاي نامبردهمقایسه خروجی روش-3شکل
Figure 3. Comparison of the out puts for mentioned methods

RMAE (ton/day)RMSE (ton/day)ورودي

41/0811/776577/50044دبی همان روز، بارش، تبخیر، میانگین دبی دو روز گذشته و مجموع بارش دو روز گذشته
67/0514/786634/50049روز، بارش، تبخیر، میانگین دبی سه روز گذشته و مجموع بارش سه روز گذشتهدبی همان

69/0054/784034/50046دبی همان روز، بارش، تبخیر، میانگین دبی چهار روز گذشته و مجموع بارش چهار روز گذشته
96/0526456/48881جموع بارش پنج روز گذشتهدبی همان روز، بارش، تبخیر، میانگین دبی پنج روز گذشته و م
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)، در تحقیق خود نشان دادند که 6فلامکی و همکاران (
MLPهاي ارائه شده بر پایه شبکه عصبی به ویژه شبکه مدل

تري دارد و خوانی بیشبا مقادیر رسوب مشاهده شده هم
تواند مقدار رسوب را در نقاط پیک به خوبی برآورد کند. اما می

دند که شبکه ) به این نتیجه رسی4دستورانی و همکاران (
کند و در سایر بینی نمیعصبی، نقاط اوج را به درستی پیش

مقادیرازتريبیشیاوترکمبرآورديعصبیشبکهنقاط نیز، 
مربوطمعلقرسوب،عصبیشبکهعبارتیبه،داردايمشاهده

است،کردهسازيشبیهخوبیبهرانرمالوپایههايدبیبه
نبودهموفقچندانسیلابیمواقعدررسوبسازيشبیهدرولی

در رابطه با درخت تصمیم 3چنین با توجه به شکل هم.است
هاي با توان ذکر کرد که این روش براي دبییادگیري می

بینی درستی ندارد و مقادیر حداکثر و حداقل توانایی پیش
اي برآورد کرده تر از مقادیر مشاهدهبعضی از نقاط را بیش

رسد درخت تصمیم توانایی برون یابی ظر میزیرا به ناست، 
تواند مقادیر حد، حداکثرها و ضعیفی دارد به همین علت نمی

در رابطه با مدل ماشین .بینی کندحداقل ها را به درستی پیش
و R=99/0هاي آماري و شاخص3بردار با توجه به شکل 

699/0 =RMSE 78/24وMAE=توان بیان کرد که می
ها با مقادیر زیاد وکم به خوبی عمل ي تمامی دبیاین مدل برا

سازي رسوب بسیار موفق بوده است. دهقانی و کرده و در شبیه
) به این نتیجه رسیدند که شبکه عصبی با 5وفاخواه (

روز قبل از دقت 2و1هاي دبی همان روز، دبی ورودي
بالاتري برخوردارند  اما در این پژوهش پارامترهاي ورودي 

نگین دبی پنج روز قبل و مجموع بارش پنج روز قبل نتایج میا
سنتیل کومار و هاي مورد نظر بهبود بخشید.را در روش

درخت )، در تحقیق خود به این نتیجه رسیدند که 9همکاران (
نسبت به شبکه عصبی و منطق فازي از دقت و M5تصمیم 

صحت بالاتري برخوردار است که این نتیجه، عکس نتایج به 
ت به دست آمده در این تحقیق است.  شبکه عصبی نسب

صحت و دقت بالاتري درخت تصمیم در این تحقیق از
برخوردار است. 
توان گفت که:به طور کلی می

اول ماشین بردار پشتیبان نسبت به روش شبکه عصبی - 1
مصنوعی، درخت تصمیم و منحنی سنجه، کارایی و دقت 

بالایی دارد. 
R=80/0(قادیر آماري، شبکه عصبی مصنوعیبا توجه به م- 2

نسبت به )MAE=871/105و RMSE= 77/55863و
RMSE= 77/55863و R=80/0منحنی سنجه رسوب (

) برتري دارد.=939/6355MAEو 
شبکه عصبی مصنوعی، کارایی بهتري نسبت به درخت - 3

تصمیم دارد. 
دهد که این تحقیق نشان میازنتیجه به دست آمده

بالاتريصحتدقت ودارايیادگیريماشینهايروش
با توجه به نتایج به .سنجه هستندمنحنیروشبهسبتن

ها نسبت به برخی دست آمده، علت برتري نتایج برخی مدل
مدل توان به شرح زیر بیان کرد:دیگر در این تحقیق را می

ی از هاي بردار پشتیبان نسبت به شبکه عصبی مصنوعماشین
تري برخوردار است. زیرا مدل ماشین دقت و کارایی بیش

ها بردار پشتیبان، بهترین مرز تصمیم را براي جداکردن داده
در صورتی که شبکه عصبی مصنوعی به اولین ، کندتعیین می

.دهدرسد یادگیري را پایان میمرز تصمیم جداکننده که می
ت آمده، که در این صورت ممکن است مرز تصمیم به دس

هاي بردار پشتیبان به مرز مناسبی نباشد. زمان اجراي ماشین
هاي موجود وابسته است و به مدت زمان کمتري تعداد دسته

صورتی که زمان اجراي شبکه عصبی مصنوعی در،نیاز دارد
هاي لایه نرونهاي آموزشی به تعدادعلاوه بر تعداد ورودي

مومنتم که به صورت و یادگیريپنهان، تابع آموزشی، ضریب
آیند، وابسته است.خطا به دست میآزمون و

هاي دیگر مدل درخت تصمیم یادگیري نسبت به روش
بالا،درشدهذکرمواردبهتوجهباتر است. تر و سریعآسان

هاي مورد استفاده و جامع حجم دادهکه:بیان کردتوانمی
داشتهتقیم ها براي یادگیري درخت تصمیم تأثیر مسبودن آن

ها درخت تصمیم یادگیري دچار و در صورت کافی نبودن داده
شود.پدیده بیش پردازش می
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Abstract
Accurate estimation of the sediment volume carried by the rivers is important in water

related projects and recognition and suggestion proper methods for estimating suspended
sediment goals which should be conducted by related researches. Among the methods that have
been recently used to model suspended sediment, machine learning based methods such as
decision trees, support vector machine, and artificial neural networks are importance. In the
present study, the applicability of such techniques in predicting suspended sediment load of
Babaaman watershed in Bojnord, Iran has been evaluated. Input data for predicting Babaaman
watershed’ suspended sediments in this project are: Debi, suspended load, raining and
evaporation, which are related to the statistical period 1349 to 1380. In order to assess the
accuracy and precision of the model results, statistical measures including R, RMSE, and MAE
have been utilized. Consequently, the results of statistical value of R and RMSE for sediment
rating curve method 0.80 and 55863.77, neural network 0.98 and 1.28, decision tree model 0.96
and 48881.56 and support vector machine 0.99 and 0.6998. The obtained values reveal that the
support vector machine was more consistent with the measured values compared to the above-
mentioned methods.

Keywords: Artificial Neural Network, Decision Tree, Sediment Rating Curve, Suspended Load,
Support Vector Machine
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