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چکیده
را ز یحوزه آبخدراست که امکان قضاوت صحیح در مورد روند تغییرات آبخوان و مدیریت لازم یتراز سطح آب زیرزمینی عامل

به منظور 1389تا 1379هاي اي در دشت شهرکرد طی سالچاه مشاهده18کند. در این تحقیق از اطلاعات ماهانه ایجاد می
پرسپترون چند لایه )، شبکه عصبی MLRهاي رگرسیون خطی چند متغیره (سطح آب زیرزمینی با مدلینیبشیو پيسازهیشب

)MLP( شین مدل رگرسیونی مادو و) بردار پشتیبانSVR) با توابع کرنل پایه شعاعی (RBF) و خطی (Linear (استشدهاستفاده .
نیز SVRو مدل درصد 56در MLPمدل )، RMSE() و ریشه میانگین مربعات خطاNSبا توجه به معیارهاي خطاي ضریب راندمان (

يرکزبخش م(1شمارهدر چاهنمونهعنوانبه. اندداشتههار مدلیسانسبت به نتایج کل يدرصد موارد عملکرد بهتر44در 
ها ر مدلیبر سار و بارش ی، دما، تبخینیرزمیزآبسطح متشکل از تراز يهاپارامتريب ورودیبا ترکSVR-RBFمدل ، )دشت

است. عملکرد ده بوبر حالت خطیRBFتابع کرنل حاکی از برتري ، SVRنتایج دو روش یکلمقایسه ن یهمچنداشته است.يبرتر
RMSEدر شاخصو 655/0و 656/0، 703/0به ترتیب برابر با NSمعیار براي SVR-Linearو MLP ،SVR-RBFهاي کلی مدل

متر به دست آمده است.914/0و 905/0، 857/0به ترتیب برابر با نیز 

دشت ره، یمتغچندونیرگرس، عصبی پرسپترون، شبکه ون بردار پشتیبانیرگرسبینی سطح آب زیرزمینی، کلیدي: پیشيهاواژه
شهرکرد

مقدمه
بهداریي پاتوسعهیهاي اصلهیپاازیکیآبمنابعامروزه

هايآبمنابعران،یامناطقشتریب) و در16روند (یمشمار
منابعنیامناطق،یبعضدریحتومحدود هستندیسطح
ازايعمدهقسمتان توجه است که ی). شا2ندارند (وجود
دارايخودجغرافیاییخاصموقعیتبهتوجهبارانیاکشور
ازدرصد74کهيطوربهباشد میخشکنیمهتاخشکاقلیم
مترمیلی250ازکمترسالانهبارندگیدارايکشورسطح
آنمتعادلپراکنشعدمجوي، نزولاتکمبودبه دلیل. است

هاي رودخانهوجودعدمو همچنینمکانیوزمانیزنظرا
منابعازبرداريخشک، بهرهنیمهوخشکمناطقدردائمی

صورتگستردهووسیعسطحدرمناطقایندرزیرزمینیآب
ت حوزه یریمدیکی از  مباحث مهم در روازاین). 13گیرد (می
ن با تا بتوااست تراز سطح آب زیرزمینی بینی، پیشزیآبخ

را انجام داد ودر این زمینه هاي لازم ریزيتوجه به آن، برنامه
نیازمند رویکردهاي زیدر حوزه آبخمدیریت موفق منابع آب

روند تشدید باوجودباشد تا بتواند دار، جامع و هدفمند میجهت
رشد تقاضاي آن، نیاز کلات مربوط به آب و افزایش رو به مش

هاي اخیر، لدر سازد. از طرفی کنندگان را برطرف سامصرف
در حل مسائلی ی رشد روزافزون کاربرد هوش محاسبات

شود که تأثیر پارامترهاي بسیار زیاد در برخی میمشاهده
هاآنفیزیکی و وجود روابط کاملاً غیرخطی میان هايدینآفر

هاي هوشمند، استفاده از دانش باشد و مبناي روشحاکم می
و هاآنلاش براي استخراج روابط ذاتی بین ها، تنهفته در داده

گیري بنابراین بهره). 14(است هاي دیگر تعمیم آن در موقعیت

هاي روشازجملهسازي منابع آب هاي نوین شبیهاز شیوه
و شبکه عصبی مصنوعی SVM(1ماشین بردار پشتیبان (

)ANN(2جهت باشد. همچنین اي برخوردار میاز اهمیت ویژه
هم هاي آماري توجه به روشها، تر آبخوانمعمدیریت جا

ون خطی چند یرگرسها،این روشازجملهخالی از لطف نیست. 
) 25و همکاران (وی. )26(توان نام بردرا می3)MLRمتغیره (

بینی تراز آب با استفاده از مدل ماشین بردار پشتیبان به پیش
شان داد که در تایوان پرداختند. نتایج نانگ یلاندر رودخانه 

ساعت بعد 6تا 1سطح آب رودخانه را براي یخوببهمدل 
) روش حداقل مربعات 12(کوآن یشو جن یلکند.بینی میپیش

مدت و بینی رواناب میانماشین بردار پشتیبان را در پیش
به کار گرفتند و آن را با مدل شبکه عصبی مصنوعی بلندمدت

شین بردار پشتیبان مقایسه کردند. نتایج نشان داد که ما
هاي ) روش24و همکاران (ون یعملکرد بهتري داشته است. 

ماشین بردار پشتیبان و شبکه عصبی مصنوعی را براي 
کره بینی تراز سطح آب زیرزمینی آبخوان ساحلی در پیش
بررسی کردند. نتایج حاکی از کارایی دو روش بود یجنوب

ل شبکه عصبی جذر میانگین مربعات خطا در مدکهيطوربه
مصنوعی در مراحل آموزش و آزمون کمتر بوده است اما 
ضریب راندمان بیشتر در ماشین بردار پشتیبان موجب عملکرد 

) شبکه عصبی 11و همکاران (م یلالاه. بهتر آن شده است
مصنوعی را در جهت ارزیابی تراز سطح آب زیرزمینی در 

نتایج حاکی از آبخوانی آهکی در شمال فرانسه به کار گرفتند. 
با حداقل نرون MLP(4(چندلایهاین بود که شبکه پرسپترون 

دهد. بینی را انجام میبهترین پیشمدتکوتاهمیانی در 

1- Support Vector 2- Artificial Neural Network 3- Multivariate Linear Regression 4- Multi-Layer Perceptron

دانشگاه علوم کشاورزي و منابع طبیعی ساري
مدیریت حوزه آبخیزپژوهشنامه 
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) تحقیقی در مورد کاربرد شبکه 22و همکاران (کنت یسر
هاي زمانی سطح آب زیرزمینی در بینی نوسانعصبی در پیش

جام دادند. این تحقیق در هندوستان انمهشوارم ز یخه آبزحو
بینی تراز سطح مؤید قابلیت شبکه عصبی مصنوعی در پیش

متر و 5/4آب زیرزمینی با ریشه میانگین مربعات خطاي 
هاي ) مدل18و همکاران (رز یرامبود. 93/0ضریب تعیین 

بینی رگرسیون خطی چند متغیره و شبکه عصبی را براي پیش
ل به کار گرفتند. دماي در برزیسائوپائولو بارش در منطقه 

پتانسیل، مؤلفه قائم باد، رطوبت ویژه، دماي هوا، آب قابل 
بارش، چرخندگی نسبی و شار واگرایی رطوبت پارامترهاي 

هر دو قبولقابلورودي به مدل را تشکیل دادند. نتایج کارایی 
محققین مختلفی از . بینی بارش نمایان کردروش را در پیش

ی چند متغیره، شبکه عصبی هاي رگرسیون خطروش
ابزارهایی مناسب و عنوانبهماشین بردار پشتیبان مصنوعی و 

اند. استفاده کردهزیآبخيهاحوزههاي کارآمد در پژوهش
ز یآبخيهاحوزهها از اهمیت زیادي در آبخواندرنتیجه

تراز سطح آب زیرزمینی عامل مهمی در برخوردار هستند و
باشد. تحقیقمیهاآنو مدیریت صحیح ها ه از آبخواناستفاد
تراز بینیدر پیشیادشدههاي روشییکارایابیبه ارزحاضر

پردازد.یدر دشت شهرکرد مسطح آب زیرزمینی 

هامواد و روش
مطالعهموردمنطقه 

کیلومترمربع در 551دشت شهرکرد با وسعتی نزدیک به 
نیز در ناحیه زاگرس بلند و استان چهارمحال و بختیاري و

طول جغرافیایی   50 تا 38  51 شرقی و عرض 10
جغرافیایی   32 تا 07  32 این .استقرارگرفتهشمالی 35

حلقه چاه آب 59حلقه چاه کشاورزي، 417دشت داراي 
دهنه 40رشته قنات و 79حلقه چاه صنعتی، 159شرب، 

میلیون مترمکعب از 230چشمه فعال است که سالانه حدود 
منابع آب زیرزمینی دشت را تخلیه کرده و به مصارف گوناگون

درصد) در 90. درصد بسیار بالایی از آن (بیش از ندارسمی
از شود. بخشی بخش کشاورزي در فصل زراعی استفاده می

ها تأمین نیز از همین چاهآب شرب مردم شهرستان شهرکرد
1دشت شهرکرد در شکل جغرافیایی). موقعیت 10شود (می

است.شدهدادهنشان 
در این تحقیقمورداستفادههاي روش

رگرسیون خطی چند متغیره
هایی است که براي رگرسیون خطی چند متغیره از روش

). این روش رابطه یک 9شود (ها استفاده میبینی پدیدهپیش
طوربهاي از متغیرهاي مستقل را یر وابسته و مجموعهمتغ

). شکل کلی 8دهد (همزمان مورد تجزیه و تحلیل قرار می
باشد.می1رابطه صورتبهاین مدل 

)1 (1 1 2 2 n nY a B X B X ... B X e     
Y : ،متغیر وابستهa : ،1عدد ثابت مدل 2 nX , X ,..., X

1متغیرهاي مستقل،  2 nB ,B ,...,Bوط به هر یک ضرایب مرب
باشند.خطاي مدل رگرسیون می: eاز متغیرهاي مستقل و 

چندلایهشبکه عصبی پرسپترون 
ورودي وجود دارد که لایهیکچندلایههاي در شبکه

کند و داراي تعدادي لایه مخفی است اطلاعات را دریافت می
گیرد. در اصل وجود لایه میهاي قبلی که اطلاعات را از لایه

سازي غیرخطی باشد و پنهان زمانی مفید است که تابع فعال
خروجی نیز وجود دارد که نتیجه محاسبات لایهیکدرنهایت

ها ). در این شبکه1شود (وارد آن و خروجی شبکه حاصل می
مقادیر خروجی با مقادیر واقعی مقایسه شده و میزان خطا 

جهت تنظیم شدهمحاسبهطاي . سپس خگرددمشخص می
شود که این روش به میشبکه پخش ها و مقادیر بایاس وزن
).15،27،28خطا موسوم است (انتشارپس

شهرکردجغرافیایی دشتموقعیت-1شکل 
Figure 1. Geographical location of the Shahrekord Plain
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هاي قبل در تراز سطح آب زیرزمینی در ماهاهمیت و تأثیر زیاد 
است.شدهدادهمرتبه تأخیر 3تا سازي، این پارامترمدل

براي چاه CCFو ACFنمونه، نمودارهاي عنوانبه
اند.آورده شده5در شکل 1شماره ايمشاهده

، میزان بیشینه 5که در نمودارهاي شکل طورهمان
) با Tو G ،P ،Eورودي به مدل (هايهمبستگی بین پارامتر

،استهشدمشخص) با علامت پیکان Gخروجی از مدل (

(با توجه به نمودار الف) Gشود که پارامتر وروديپیشنهاد می
G)ماه تأخیر3و 2، 1اندازهبه 3  ,  G 2  ,  G 1)   براي

سازي در نظر گرفته شود. به همین ترتیب با توجه به مدل
Pشود که پارامترهاي نمودارهاي ب، ج و د پیشنهاد می

P)ماه 3اندازهبه 3) ،Eماه 8اندازهبه(E 8) وT
T)ماه 3اندازهبه 3)سازي تأخیر یابند.براي مدل

)24(صنوعیالف): ماشین بردار پشتیبان، ب): شبکه عصبی م،در مطالعه حاضرمورداستفادههاي مدلطرح کلی از -2شکل 
Figure 2. A schematic diagram of the models used in this study: (a) SVM, (b) ANN [24]

1389تا 1379هاي طی سالSVRو MLR ،MLPهاي مدلدر مورداستفادهاي هاي مشاهدهچاهنقشه پراکنش -3لشک
Figure 3. Map of distribution of observational wells used in MLR, MLP and SVR models during 2000 to 2010
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       ���* 1-  ,�-���
�. 
����� /��  /0�� ��1���2  �3���  /��MLR 4MLP  �SVR ��� 56  /��1379  �$1389  
Table 1. Characteristics of observational wells used in MLR, MLP and SVR models during 2000 to 2010 

  
  

  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  

  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  

 9:�4-  �03��<5������� =	 >?� �0�$ 
�. ��/ 
�����  /0
���� ��/ 1 45 416  �17 $�$ ��� @ �35A�� 4/�2�� 5
0�<4 5���*  �
���� 5��B ��3 ��� 56  /��1379  �$1389  

Figure 4. Plot of groundwater level in wells No. 1, 5, 16 and 17 in the Central, Eastern, Southern and Northwestern 
plain parts respectively during 2000 to 2010
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ترازوبارندگیCCFرنمودا): بزیرزمینی،آبسطحترازACFنمودار): الف،1شمارهايمشاهدهچاهCCFوACFنمودارهاي-5شکل
زیرزمینیآبسطحترازودماCCFنمودار): دزیرزمینی،آبسطحترازوتبخیرCCFنمودار): جزیرزمینی،آبسطح

Figure 5. Plot of ACF and CCF in observational well No. 1: (a) ACF of groundwater level, (b) CCF of precipitation
and groundwater level, (c) CCF of evaporation and groundwater level, (d) CCF of temperature and groundwater level

گامبهگامرگرسیونروش
شودمیزیادکنندهبینیپیشهايدادهتعدادکهزمانی

). 17(کندانتخابرامتغیرهابهترینتواندمیگامبهگامروش
موردبررسیوروديامترهايپارروشاینبابنابراین

يآمارهنمودارمطلب،شدنروشنبراي. اندقرارگرفته
Mallow’s Cpمدلورودي بهافته یتأخیر پارامترهايبراي

در1شمارهايمشاهدهچاهبرايهاآنهايترکیبهمچنینو
الف - 6که در شکل طورهمان.استشدهآورده6شکل

پارامتر ورودي با نیبیمشخص است بیشترین رابطه خط
Gخروجی مدل را  1 دارد که با اضافه شدن سایر پارامترها

نمودار افقی در یابد. بنابراین محوراین رابطه کاهش می
Mallow’s Cpتأخیر پارامترهاي مبناي ترتیب اضافه شدن

نحوهدیگرعبارتبهاست. قرارگرفتهمدل بهورودي يیافته
ایجاددرنتیجهاضافه شدن پارامترها به ورودي مدل و 

است (شکل شدهانتخابهاي ورودي به همین ترتیب ترکیب
ب). مزیت چنین روشی این است که کشف روابط -6

غیرخطی پارامترهاي ورودي با خروجی مدل به عهده 
هاي شبکه عصبی مصنوعی و ماشین بردار پشتیبان قرار روش

مشخص خوبیبهها ن کارایی این روشگیرد. پس میزامی
شود.می

هاي ترکیبورودي به مدل، ب)يافتهیتأخیربراي پارامترهايMallow’s Cpالف) نمودار،1شماره ايمشاهدهچاه يسازمدل-6شکل 
ورودي به مدل

Figure 6. Modeling of observational well No. 1: (a) Plot of Mallow’s Cp in lagged inputs to the model, (b) Input
combinations to the model
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خطی چند متغیره ش رگرسیون اند و نسبت به روارائه کرده
، MLR ،MLPهاي برتري مدلکهطوريبهاند.برتري داشته
SVR-RBF وSVR-Linear در مرحله آزمون به ترتیب

درصد نسبت به نتایج کل 67/16و 78/27، 55/55، 0برابر با 
توان به این موضوع را میها بوده است. یکی از دلایل مدل

از سطح آب زیرزمینی با دلیل وجود رابطه غیرخطی تر
، MLRهاي بارندگی، دما و تبخیر نسبت داد. برتري مدل

MLP ،SVR-RBF وSVR-Linear در مرحله آموزش به
درصد نسبت به نتایج 0و 96/12، 50، 04/37ترتیب برابر با 

این مسئله بیانگر برتري عملکرد ها بوده است.کل مدل
MLP با مدل در مراحل آموزش و آزمون در قیاسSVR

نسبت به SVRباشد. یکی از دلایل بالقوه عدم برتري می
MLPبینی تراز ، بزرگ بودن بازه زمانی ماهانه براي پیش

کهطوريبهاست؛ SVRسطح آب زیرزمینی براي روش 
امکان فراگیري کامل اطلاعات در فواصل زمانی ماهانه توسط 

ار پشتیبان وجود ندارد. در استفاده از ماشین بردSVRروش 

عملکرد بهتري از حالت خطی در هر دو RBFتابع کرنل 
مرحله آموزش و آزمون داشته است. صحت این موضوع با 

در پردازش اطلاعات RBFتوجه به عملکرد غیرخطی تابع 
نسبت به تابع خطی نیز دور از انتظار نیست. توجه به نتایج 

د بیانگر عملکرد مناسب روش رگرسیون خطی چن4جدول 
هاي غیرخطی است متغیره در مرحله آموزش در قیاس با روش

به دلیل وجود ماهیت پیچیده وجودباایندرصد موارد)، 04/37(
سازي سطح آب زیرزمینی، این روش در و غیرخطی مدل

هاي غیرخطی لمرحله آزمون کفایت لازم را نسبت به مد
). از موارد برتر نبوده استیکهیچنشان نداده است (در 

هاي حاصل از این تحقیق پیشنهاد بنابراین با توجه به یافته
آبسازي رفتار سري زمانی تغییرات سطح شود جهت مدلمی

هاي غیرخطی داده محور نسبت به استفاده از روشزیرزمینی
هاي خطی در اولویت قرار داده شوند، که این مسئله با روش

).19اشد (بنتایج حاصل از محققان دیگر نیز همسو می

1شماره ايمشاهدهبراي چاه SVRو MLPهاي نتایج پارامترهاي مدل- 2جدول
Table 2. Results of parameters of MLP and SVR models in observational well No. 1
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Table 3. Results of evaluation of MLR, MLP and SVR models in observational well No. 1                                     
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Figure 7. Observed and predicted values of the best combination in observational well No. 1 using MLP model 
during 2009 and 2010: (a) Scatter plot, (b) Groundwater level plot
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Table 4. Percentage of superiority of MLR, MLP and1 SVR models in 18 observational wells used in this research
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Abstract
Accurate and reliable simulation and prediction of the groundwater level variation is

significant and essential in water resources management of a basin. Models such as ANNs and
Support Vector Regression (SVR) have proved to be effective in modeling nonlinear function
with a greater degree of accuracy. In this respect, an attempt is made to predict monthly
groundwater level fluctuations using Multivariate Linear Regression, Multi-Layer Perceptron
neural network models and two SVRs with RBF and linear function. In the present study,
monthly data (from 2000 to 2010) of 18 observational wells in Shahrekord Plain were used for
simulating and predicting the groundwater level. Regarding to NS efficiency and RMSE criteria,
MLP model in 56% and SVR in 44%, have the best performance in comparison with other
models. For an instance, in well No. 1, SVR-RBF using input parameters of groundwater level,
temperature, evaporation and precipitation is superior to other models. General efficiency of
MLP, SVR-RBF, and SVR-Linear for NS criteria is 0.703, 0.656 and 0.655, respectively; and
for RMSE criteria is 0.857, 0.905 and 0.914 meter, respectively. Results indicate that MLP and
SVR models give better accuracy in predicting groundwater levels in the study area when
compared to the linear model.

Keywords: Groundwater level prediction, Multivariate regression, Perceptron neural network,
Shahrekord Plain, Support Vector Regression
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