
13.......... ...........................................................................................1396/ بهار و تابستان 15م/ شماره هشتپژوهشنامه مدیریت حوزه آبخیز سال 

تحلیل بیان ژن در يزیربرنامهشبکه عصبی بیزین، شبکه عصبی مصنوعی و يهاروشمقایسه 
): رودخانه بالخلوچاي(مطالعه مورديهارودخانهآب کیفیت

2رضا دهقانیو1محمدعلی قربانی

)ghorbani@tabrizu.ac.ir، (نویسنده مسوول: دانشیار، دانشگاه تبریز-1
، دانشگاه تبریزارشناسی ارشدکآموخته دانش-2

27/2/94تاریخ پذیرش: 5/10/93تاریخ دریافت: 

چکیده
باشد. در این ها میآب رودخانهکیفیتویژه مطالعه ) عامل مهمی در مهندسی رودخانه و بهTDSمحلول (جامدموادمیزان کل

بی شامل کیفیتودخانه بالخلوچاي واقع در استان اردبیل از متغیرهاي تحقیق جهت تحلیل میزان مواد جامد محلول در آب ر
) بعنوان 1355-1388، کلرید، سولفات، کلسیم، منیزیم، سدیم و دبی جریان در مقیاس زمانی ماهانه طی دوره آماري (کربنات

ریزي بیان ژن، مقایسه شد. رنامهي شبکه عصبی مصنوعی و بهامدلورودي مدل شبکه عصبی بیزین استفاده گردید و نتایج آن با 
ها معیارهاي ضریب همبستگی، ریشه دوم میانگین مربعات خطا و ضریب نش ساتکلیف براي ارزیابی و نیز مقایسه عملکرد مدل

به تخمین میزاناندتوانستهبا دقت قابل قبولی یبررسموردقرار گرفت. نتایج حاصله نشان داد که هرچند سه مدل استفادهمورد
)، کمترین ریشه دوم یا 966/0مواد جامد محلول در آب بپردازند، لیکن مدل شبکه عصبی بیزین با بیشترین ضریب همبستگی (

در) در مرحله صحت سنجی در اولویت قرار گرفت. 998/0) و نیز معیار نش ساتکلیف (mg/lit094/0(جذر میانگین مربعات خطا 
باشد.یممحلول در آب جامدي موادیشینهبعصبی بیزین در تخمین مقادیر کمینه و گر برتري مدل شبکه نتایج بیانمجموع

، مدلمحلولجامدموادکل، تخمیناردبیل، کلیدي:هايواژه

مقدمه
هاي کشاورزي و صنعتی و فعالیتروزافزونتوسعه 

ها هاي شهري موجب آلودگی رودخانهافزایش حجم فاضلاب
این منابع حیاتی آب را مورد کیفیتکهينحوبه، شده است

ادمورویهیبفمصرمخاطره جدي قرار داده است. همچنین 
آبمنابعگیدلوآتدـشیشافزاباعثورزي،کشادرشیمیایی

.شودیم،اندشدهآلودهکافیاندازهبهکه ستاهارووشهرها
در آب برابر مجموع غلظت TDSیا 1کل مواد جامد محلول

و ارزیابی کیفیت تخمین. باشدیمموجود در آب هايونیهمه 
از بررسی و جلوگیري،منابع آبتظاحفمنظور بهTDSو آب 

با شناخت کافی ).5(باشدمیاهمیت بسیار حائز هاآلودگی آن
گیري کرد توان از یک مدل مناسب بهرهکیفی میمتغیرهاياز

اگرچهت. سازي کیفی و اقدامات مدیریتی پرداخشبیهوبه
باشند ولی نقش هاي خاصی میها داراي محدودیتمدل

. شناخت دارندآببینی و مدیریت منابع ، پیشدر کنترلمهمی 
هاي کیفی آب و آشنایی با نقاط ضعف و قوت کامل پدیده

هامدللازمه استفاده از این هاآنییکاراها و مقایسه مدل
مدلی مناسب ویريکارگبهتوان با بنابراین میباشد. می

ازهاآنینمؤثرترت آب،کیفیمتغیرهايشناخت کافی از
قراراقدامات مدیریتیسازي نمود ومبنايرا مدلTDSجمله

هاي از مشخصهها آب رودخانهکیفیتکهییازآنجا.داد
پذیرندمییرتأثدارندخطیغیرویپیچیده رفتارکه یمختلف
.)4(رد خوبی نداشته باشند ریاضی ممکن است عملکهاي مدل

بینی گسترده براي پیشطوربههاي هوشمند امروزه سیستم
گیرد، که روش قرار میاستفادهموردهاي غیرخطی پدیده

GEP(3بیان ژن (یزيربرنامه، 2)BNN(شبکه عصبی بیزین

ها این روشيازجملهANN(4عصبی مصنوعی (يهاشبکهو 
يهامدلبی بیزین یکی از هاي عص. شبکهروندیمبشمار 

و یرخطیغعصبی در مدل کردن مسائل يهاشبکهمبتنی بر 
آماري است. يهاروشخاص و هايیتمالگورپیچیده از طریق 

دن روابط علت و به مدل کرتوانیمبا استفاده از این روش 
آنالیز وضعیت موجود و تخمین وضعیت ،معلولی یک فرآیند

ژن یک تکنیک یزيربرنامه. )18(آینده یک سیستم پرداخت
مسئله را با استفاده از حلراهخودکار است که یزيربرنامه
کامپیوتر ارائه کرده و عضوي از خانواده الگوریتم یزيربرنامه

عصبی مصنوعی نیز با الهام يهاشبکه. )12(باشدیمتکاملی 
و توانایی آن در شدهیطراحاز سیستم پردازش اطلاعات مغز 

ب الگوهاي یک مساله سبب افزایش دامنه کاربرد این تقری
هاي هاي اخیر استفاده از روش. در سال)1(استشدههاشبکه

توجهموردهارودخانهو کمی کیفیتدر مطالعات هوشمند 
به موارد ذیل توانیمجملهازاست، که قرارگرفتهمحققین 

دخانه کیفیت آب روسازيیهشبجهت در پژوهشی اشاره نمود:
روز متغیرهايعصبی مصنوعی، يهاشبکهکرخه با استفاده از 

ورودي مدل عنوانبهسال، دبی، اشل سطح آب و دماي آب 
ت جذب سدیم و در تخمین پارامترهاي هدایت الکتریکی، نسب

که نتایج گویاي قرار گرفت یبررسموردکل املاح محلول 
پژوهشی در.)21(توانایی بالاي شبکه عصبی مصنوعی بود

منظور بررسی تغییرات ریزي بیان ژن بهاز برنامهدیگر 
ار اصفهان ردآب زیرزمینی در دشت برخوکیفیتهاي داده

نوسانات سطح آب قبولقابلنتایج همبستگی شد کهاستفاده 
تحلیل ارتباط . )12(با کل املاح محلول را نشان دادزیرزمینی 
داده که مدل با دبی رودخانه نشان کیفیتمتغیرهاي

1- Total Dissolved Solids 2- Bayesian Neural Network
3- Gene Expression Programming 4- Artifical Neural Network

دانشگاه علوم کشاورزي و منابع طبیعی ساري
مدیریت حوزه آبخیزپژوهشنامه 
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عملکرد قابل ریاضی ي اصلیعملگرهابا یزي بیان ژن ربرنامه
جهتمدل شبکه عصبی را از سوي دیگر.)3(قبولی دارد 

تخمین میزان غلظت اکسیژن محلول و اکسیژن خواهی
ماهانه آب درکیفیتپارامتر 11اس بیوشیمیایی بر اس

خوب تطبیقنتایج بررسی شد که مختلف هند هايیستگاها
گیري شده و مورد مدل شبکه عصبی مصنوعی با مقادیر اندازه

. در پژوهشی )18(را نشان دادهاي رودخانه انتظار براي غلظت
جامدموادهاي عصبی به تخمین فاده از شبکهدیگربا است

محلول، هدایت الکتریکی و کدورت رودخانه جوهور در مالزي
ه عصبی توانایی هاي شبکنشان دادند که مدلپرداختند و

. همچنیناز )17(داردکیفیتمتغیرهايبالایی براي تخمین 
کیفیتبراي تخمین شاخص یهچندلاشبکه عصبی پرسپترون 

آب در رودخانه کینتا واقع در مالزي استفاده کردند. نتایج نشان 
تواند جایگزین مناسبی براي داد که مدل شبکه عصبی می

با درمجموع. )9(ب باشدآکیفیتمحاسبات طولانی شاخص 
و ذکر این نکته که رودخانه شدهانجاميهاپژوهشتوجه به 

استان اردبیل و يهارودخانهترین بالخلوچاي یکی از مهم
مختلف نواحی يهابخشآب کنندهینتأممنبع ینترمهم

آب این کیفیتيسازمدل، اهمیت باشدیممجاور خود 
آب آن کیفیتبهبود رودخانه و اقدامات مدیریتی جهت 

ضروري است.  لذا هدف از این تحقیق تخمین ازپیشیشب
کل مواد جامد محلول این رودخانه با استفاده از  مدل 

يهاشبکهبیان ژن و یزيربرنامههاي عصبی بیزین، شبکه

، بی کربناتهمچون یمتغیرهایعصبی مصنوعی بر اساس  
دبی جریان در کلرید، سولفات، کلسیم، منیزیم، سدیم و 

.باشدیممقیاس زمانی ماهانه 

هاروشمواد و 
هاو دادهمطالعهموردمنطقه 

يهارودخانهینترپرآبو ینترمهمبالخلوچاي یکی از 
، دشت مغان و اردبیل است که به رود شهرینمشکمنطقه 

بالخلوچاي از به هم پیوستن دو رودخانه . ریزدیممرزي ارس 
يهادامنهشمال غربی کوهستان تالش و يهادامنهرودخانه

. طول این آیدیمشمال شرقی کوههاي بزغوش به وجود 
تا شمال از شمالاین رودخانهکه.کیلومتر است108رودخانه 
و 47°30’امتداد دارد و در طول جغرافیاییشهرینمشکشرقی 

1واقع گردیده است. در شکل 37°45’عرض جغرافیایی
است.در شدهدادهنشان موردمطالعهفیایی منطقه موقعیت جغرا
در مقیاس کیفیتکمی و متغیرهاييهادادهاین تحقیق 

)، Cl)، کلرید (HCO3(بی کربناتزمانی ماهانه شامل 
و )Na)، سدیم (Mg)، منیزیم (Ca(، کلسیم (SO4)سولفات 

برحسب)، همگی TDSغلظت کل املاح محلول در آب (
، lit/sبرحسب (Q)و دبی جریان(mg/lit)بر لیتر گرمیلیم

1388تا 1355مربوط به ایستگاه رودخانه بالخلوچاي از سال 
بوده و آزمون مفقود يهاداده.  این رودخانه، فاقد شداستفاده 

سازي انجام گرفت. ها قبل از تحلیل و مدلتصادفی بودن داده

موردمطالعهمنطقه -1شکل
Figure1. Study area

1عصبی بیزینيهاشبکه

سیستم پشتیبان يهاروشاین روش یکی از 
که ابزار قدرتمندي در مدل کردن روابط باشدیمگیريیمتصم

از احتمالات است. نکته بسیار ياشبکهعلی و معلولی در قالب 
مهم در مورد روش شبکه عصبی بیزین این است که این 

یق و تاریخچه کامل یک واقعیت نیاز روش به اطلاعات دق
یردقیقغبا استفاده از اطلاعات ناقص و تواندیمندارد بلکه 

تخمین وضعیت فعلی ینهزمدرياکنندهقانعنیز به نتایج بسیار 

یا آینده یک سیستم دست یابد. همچنین یک روش سازگار و 
و یک یرقطعیغهايیتموقعبراي مدل کردن یرپذانعطاف
افیکی مبتنی بر ادراك مستقیم از اندرکنش میان علل مدل گر

. همچنین یک روش بسیار نمایدیممختلف ارائه يهامعلولو 
یرقطعیغنامطمئن و هايیتموقعمفید در مدل کردن 

عصبی يهاشبکهروابط علت و معلولی است. در بر اساس
به پارامترهاي بهینه، مؤثریابیدستيهاروشیکی از 
اتوماتیک مقادیرى طوربهاست که از تنظیم بیزیناستفاده 

1- Bayesian Neural Network
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دهد. روش تنظیم بیزین مناسب براى پارامترهاى تابع قرار مى
جهت بهبود توانایی شبکه عصبی و آموزش تابع تواندیم

است استفاده شودشدهدادهکه بصورت زیر نشان Fهدف 
)16(.

)1(
EDشبکه ويهاوزنمجموع مربعات EWکه در آن 

بین پاسخ شبکه و تابع هدف ماندهیباقمجموع مربعات 
باشندیمتابع هدف متغیرهاينیز و. باشدیم
تنظیم). که هر یک از این پارامترها به آموزش متغیرهاي(

یا حجم شبکه بستگی هایجخروماندهیباقشبکه در کاهش 
تابع متغیرهايدارد. نکته اساسی روش تنظیم این است که 

آماري بیزین انتخاب و يهادادههدف را چگونه از طریق 
بعنوان متغیرهاي تصادفی وبهینه نماید. بطوریکه اگر

در نظر گرفته شوند قانون بیزین بصورت فرمول زیر تعریف 
. )16(شودیم
)2(

نیز Wمدل شبکه وMآموزش، يهادادهDدر فرمول بالا 
از و. بر طبق قانون بیزین اگرباشدیموزن شبکه 

زمانیتوزیع یکنواخت پیروي نمایند در این صورت احتمال
که  احتمال توزیعشودیمماکزیمم 

حداکثر به مقدار ماکزیمم خواهد 2در معادله واولیه 
تصادفی یرهايمتغهاوزنو هاماندهیباقرسید. با فرض اینکه  

.باشدیمبصورت زیر 3قانون بیزین معادله بر اساسباشند و 
)3(

از توزیع گوسین هاوزنو هاماندهیباقدر صورتیکه فرض شود 
پیروي کرده داریم:

عنوان فاکتوره ببراي اطمینان از اینکه
.باشدیمبصورت زیر b-4گردد معادله 3تنظیم در معادله 

(b )4 -

جایگذاري شوند 3در فرمولباهمb-4و a-4يهامعادلهاگر 
آنگاه خواهیم داشت.

)5(

وووکه 
تابع Hessianماتریس 

یتم و لگاريهاروش5. در معادله باشدیمFهدف 
است با فرض اینکه شدهگرفتهبه ترتیب  بکار یريگمشتق

معادله تفاضلی تابع برابر صفر قرار گیرد 
به بیشینه شده و احتمال اولیه مقدار
بصورت زیر بیان و. سپس شودیممینیمم هاوزن

. )16(شوندیم
)6(

)7(

)8(

شبکه، متغیرهايمقدار کل Nتعداد نمونه،nکه در آن
اثر بیشتري  در کاهش میزان نسبتاًکه مؤثرمتغیرهايتعداد 

بر طبق الگوریتم لونبرگ وخطاي توابع دارند. در ابتدا 
با آموزش شبکه F(w)هدف و تابعشودیمض ت فررمارکوا

بر طبق و.رسدیممنظم بیزین به کمترین مقدار خود 
شده و سپس مقادیر بهینه یروزرسانبه8و 7، 6معادلات 

F(w)و حداقل مقدار جدیدآیدیمتوزیع اولیه بدست 
در تکرار آموزش شبکه آنقیتنهادرو گرددیممحاسبه 

ایی از ساختار شبکه ). نمونه8(تا به همگرایی برسدشودیم
مخفی و لایهیکورودي، لایهیکمتشکل از ايیهلاسه
.استشدهدادهنشان 2خروجی در شکل لایهیک

نماي کلی یک شبکه عصبی بیزین سه لایه-2شکل
Figure 2. A three-layer Bayesian neural network overview

1- Gene Expression Programming
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16..................... ....................................هاانهرودخآب کیفیتي بیان ژن در تحلیل زیربرنامهي شبکه عصبی بیزین، شبکه عصبی مصنوعی و هاروشمقایسه 

1بیان ژنيزیربرنامه

توسط فریرا 1999بیان ژن، در سال یزيربرنامهروش 
ریزي ژنتیک هاي برنامهارائه  شد. این روش ترکیبی از روش

)GP) و الگوریتم ژنتیک بوده (GAهاي ) که در آن،کروموزوم
خطی و ساده با طول ثابت، مشابه با آنچه که در الگوریتم 

ها و اي با اندازهشاخهيساختارهاو شودیماستفاده ژنتیک
ریزي اشکال متفاوت، مشابه با درختان تجزیه در برنامه

در این روش تمام کهییآنجااز.  شوندیمژنتیک، ترکیب 
اي با اندازه اشکال متفاوت، در ساختارهاي شاخه

شوند، معادل میيکدگذارهاي خطی با طول ثابت کروموزوم
است که در این روش فنوتیپ و ژنوتیپ از هم جدا این 
تواند از تمام مزایاي تکاملی به سبب شوند و سیستم میمی

، GEPفنوتیپ در ینکهاباوجودشود. اکنون مندبهرهوجود آنها 
را GPدر استفادهموردياشاخهيساختارهاهمان نوع از 

GEPیلهوسبهاي که ، اما ساختارهاي شاخهشودیمشامل 
) مبین شودیم(که بیان درختی نیز نامیده شوندیماستنتاج 

توان گفت  طور خلاصه میهاي مستقل هستند. بهتمامی ژنوم
ها در یک ساختار خطی اتفاق افتاده و سپس سازيبهGEPدر
شودیمو این موجب شودیمساختار درختی بیان صورتبه

و نیازي به دهشمنتقلبه نسل بعد شدهاصلاحتنها ژنوم 
ساختارهاي سنگین براي تکثیر و جهش وجود نداشته باشد

اي هاي مختلف با استفاده از مجموعه. در این روش پدیده)6(
شوند. سازي میها، مدلاي از ترمینالاز توابع و مجموعه

,+}مجموعه توابع، معمولاً شامل توابع اصلی حسابی -, ×, /}،
,x2, exp, log ,√}ابع ریاضی دیگر توابع مثلثاتی یا هر نوع ت

sin, cos, توسط کاربر است که شدهیفتعرو یا توابع {...
توانند براي تفسیر مدل مناسب باشند. معتقد است، می
ها، از مقادیر ثابت و متغیرهاي مستقل مسأله مجموعه ترمینال

ریزي بیان کارگیري روش برنامه. براي به)6(اندشدهیلتشک
GenXproToolsافزاررمنژن از  .)10(استفاده گردید4.0

1شبکه عصبی مصنوعی

عصبی مصنوعی با الهام از سیستم پردازش يهاشبکه
که به کمک اندیدهرساطلاعات مغز طراحی و به عرصه ظهور 

فرآیند یادگیري و با استفاده از پردازشگرهایی به نام نرون 
ها، نگاشتی میان ی بین دادهبا شناخت روابط ذاتکندتلاش می

فضاي ورودي (لایه ورودي) و فضاي مطلوب (لایه خروجی) 
هاي مخفی، اطلاعات دریافت شده از ارائه دهد. لایه یا لایه

لایه ورودي را پردازش کرده و در اختیار لایه خروجی قرار 
دهند. با توجه به ساختار شبکه عصبی مصنوعی، می

پردازش، توانایی یادگیري يالابسرعتعمده آن هايیژگیو
در یريپذانعطافالگو، توانایی تعمیم الگو پس از یادگیري، 

در توجهقابلبرابر خطاهاي ناخواسته و عدم ایجاد اخلال 
به دلیل توزیع هااتصالصورت بروز اشکال در بخشی از 

عصبی يهاشبکهشبکه است. نخستین کاربرد عملی يهاوزن
انجام 2یهچندلاپرسپترون يهاشبکهمصنوعی با معرفی 

گرفت. براي آموزش این شبکه معمولاً از الگوریتم پس انتشار
)BP(3 که اساس این الگوریتم بر پایه قانون شودیماستفاده

که از دو مسیر اصلی باشدیمیادگیري اصلاح خطا 
تنظیم پارامترها در شبکه .شودیمتشکیل وبرگشترفت

توسط سیگنال خطا و سیگنال ورودي یهچندلاپرسپترون 
موجود در آنها يهانرونو هایهلا. تعیین تعداد گیردیمصورت 

با شبکه عصبی مصنوعی سازيیهشباز مهمترین مسائل در 
انتشار يهاشبکهدر شدهاستفادهتوابع محرك ترینیجرااست. 

برگشتی را توابع محرك سیگموئید و تانژانت هیپربولیک ذکر 
به کمک الگوریتم MLPدر طی آموزش شبکه .)20(کردند

خروجی شبکه يسوبه، ابتدا محاسبات از ورودي BPیادگیري 
هاي به لایهشدهمحاسبه، سپس مقادیر خطاي شودیمانجام 

لایه به صورتبه. در ابتدا محاسبه خروجی یابدیمقبل انتشار 
دي و خروجی هر لایه، ورودي لایه بعشودیملایه انجام 

خواهد بود که مراحل آموزش به کمک این الگوریتم عبارتند 
(ب) ،(الف) اختصاص ماتریس وزن به هریک از اتصالاتاز:

(پ) محاسبه ،انتخاب بردار ورودي و خروجی متناسب با آن
محاسبه خروجی نرون ها یجهدرنتخروجی نرون در هر لایه و 

ش انتشار به روهاوزن(ت) بهنگام سازي ،در لایه خروجی
ناشی از یادشدهقبل که خطاي هايیهلاخطاي شبکه به 

(ث) ،استشدهمحاسبهاختلاف بین خروجی واقعی و خروجی 
به کمک برخی یدهدآموزشارزیابی عملکرد شبکه 

مانند جذر میانگین مربعات خطا شدهیفتعريهاشاخص
)MSE(،سرانجام برگشت به مرحله (پ) یا پایان آموزش
متشکل از ايیهلاایی از ساختار شبکه سه نمونه.)2،13(

خروجی در شکل لایهیکمخفی، و لایهیکورودي، لایهیک
است.شدهدادهنشان 3

نماي کلی یک شبکه عصبی مصنوعی سه لایه-3شکل 
Figure 3. A three-layer artificial neural network overview

معیارهاي ارزیابی 
با استفاده از هاروشتحقیق ارزیابی دقت و قابلیت در این 

، ریشه میانگین مربعات CC(4ضریب همبستگی (هايیهنما

طبق روابط6ساتکلیفنشو ضریب 5(RMSE)خطا
صورت گرفت. بهترین مقدار براي این سه معیار به ترتیب زیر 

.باشدیمیک، صفر و یک 

1- Artifical Neural Network 2- Bayesian Neural Network 3- Back propagation
4- Correlation coefficient 5- Root mean square error 6- Nash Sutcliff
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17. ........................................................................................................................1396/ بهار و تابستان 15م/ شماره هشتپژوهشنامه مدیریت حوزه آبخیز سال 

)9    (

)10(

)11(

به ترتیب مقادیر مشاهداتی و ودر روابط بالا، 
وزمانی، يهاگامتعداد ام،iمحاسباتی در گام زمانی 

باشد. نیز به ترتیب میانگین مقادیر مشاهداتی و محاسباتی می
ر معیارهاي فوق از نمودارهاي پراکنش و سري زمانی علاوه ب

محاسباتی نسبت به زمان نیز جهت -یمشاهداتیرمقاد
یک نکته مهم است.شدهاستفادهمقایسه و تحلیل بیشتر نتایج 

قبل از هادادهي سازنرمالي عصبی  هاشبکهدر آموزش 
وقتی دامنه خصوصاًباشد این عمل یماستفاده در مدل 

ها زیاد باشد کمک شایانی به آموزش بهتر و يورودتغییرات
بصورت خام هادادهکردنوارداصولاًکند.  یمسریعتر مدل 

براي ). 22شود (یمباعث کاهش سرعت و دقت شبکه 
است:شدهاستفاده) 12ي تحقیق از رابطه (هادادهي سازنرمال

و،مقدار نرمال شده وروديکه در آن 
باشد.یمهادادهبه ترتیب حداکثر و حداقل 

)12(

نتایج و بحث 
از هامدلبررسی و مقایسه نتایج منظوربهدر این تحقیق 

ماهانه ایستگاه رودخانه بالخلوچاي در اردبیل در يهاداده
انی در مقیاس زم1388تا1355طول دوره آماري از سال 

)، کلرید HCO3(بی کربناتمتغیرهايماهانه استفاده گردید. 
)Cl سولفات ،((So4)) کلسیم ،Ca) منیزیم ،(Mg سدیم ،(
)Naو دبی جریان ((Q) بعنوان ورودي و میزان مواد جامد

بکار برده هامدل) بعنوان پارامتر خروجی TDSمحلول در آب (
در این . گرددیمارائه مورداستفادهیهامدلشد. در ادامه نتایج 

آموزش منظوربهرکورد)، 1108( هادادهدرصد از 80پژوهش
رکورد)، براي صحت سنجی انتخاب 297(یمابقدر صد 20و 

يهادادهمختلف، يهازماندر يبردارنمونهگردید. با توجه به 
داراي رفتار تصادفی بوده و انتخاب بازه یتاًماهاستفادهمورد

در فرایند آموزش و هادر همهزمانخودبخود زمانی خاص
) خصوصیات 1در جدول (صحت سنجی لحاظ گردیده است. 

بالخلوچاي در بازه رودخانهکیفیتکمی و متغیرهايآماري 
) نیز ماتریس 2است. جدول (شدهدادهزمانی مذکور نشان 

ورودي متغیرهايهمبستگی بین کل املاح محلول در آب و
و دبی بی کربناتبر اساس جدول مذکور، دهدرا نشان می

جریان به ترتیب بیشترین و کمترین همبستگی را با مواد جامد 
متغیرهايدار بودن یمعنهمچنین نتایج دارندآبمحلول در 

10و 5بر مواد جامد محلول در آب  در سطوح  احتمال مؤثر
، در هردوTDSبا پارامترهادرصد نشان داد،  همبستگی تمام 

دار است.یمعنسطح احتمال، 

رودخانه بالخلوچايکیفیتمتغیرهايمشخصات آماري - 1جدول
Table 1. Statistical properties of qualitative variables for Belkhviachay river
چولگی ضریب تغییرات انحرافمعیار ماکزیمم مینیمم میانگین تعدادرکورد واحد پارامتر مرحله

39/0 47/0 39/1 20/7 20/0 91/2 1108 mg/lit HCo3

آموزش

73/5 73/0 29/0 40/4 05/0 40/0 1108 mg/lit Cl

46/3 05/1 33/0 42/4 01/0 31/0 1108 mg/lit So4

51/0 44/0 87/0 20/5 10/0 97/1 1108 mg/lit Ca

95/0 62/0 59/0 70/3 03/0 95/0 1108 mg/lit Mg

93/2 80/0 57/0 00/6 03/0 71/0 1108 mg/lit Na

56/4 14/2 46/3 66/40 0 61/1 1108 lit/s Q

55/0 43/0 55/102 00/665 0 37/233 1108 mg/lit TDS

44/1 34/0 46/0 40/4 35/0 34/1 279 mg/lit HCo3

صحت
سنجی

91/1 50/0 10/0 80/0 05/0 20/0 279 mg/lit Cl

52/2 02/1 17/0 20/1 01/0 17/0 279 mg/lit So4

86/1 33/0 32/0 40/3 10/0 99/0 279 mg/lit Ca

75/0 52/0 23/0 20/1 04/0 44/0 279 mg/lit Mg

74/2 53/0 17/0 60/1 02/0 31/0 279 mg/lit Na

53/16 08/9 89/12 00/215 0 41/1 279 lit/s Q

64/1 28/0 14/33 20/343 00/51 39/114 279 mg/lit TDS
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رودخانه بالخلوچايکیفیتمتغیرهايماتریس همبستگی - 2جدول
Table 2. Correlation matrix of qualitative variables for Belkhviachay river

TDS Q Hco3 Cl So4 Ca mg na

480/0 009/0 370/0 341/0 195/0 192/0 142/0 000/1 Na

575/0 022/0 556/0 155/0 114/0 278/0 000/1 142/0 Mg

766/0 035/0 790/0 176/0 056/0 000/1 278/0 192/0 Ca

142/0 002/0 032/0 006/0 000/1 056/0 114/0 195/0 So4

290/0 009/0 161/0 000/1 006/0 176/0 155/0 341/0 Cl

905/0 038/0 000/1 161/0 032/0 790/0 556/0 370/0 Hco3

032/0 000/1 038/0 009/0 002/0 035/0 022/0 009/0 Q

000/1 032/0 905/0 290/0 142/0 766/0 575/0 480/0 TDS

.استکمتردرصد یا10داري در سطح یمعندهندهنشانتوجه: ارقام پررنگ 

نتایج شبکه عصبی بیزین
بمنظور تخمین میزان مواد جامد محلول در آب  از مدل 

یه با تعداد چندلاشبکه عصبی بیزین از نوع شبکه پرسپترون 
ي متفاوت استفاده شد. در این شبکه متغیرهاي تابع هانرون
(متغیرهاي تنظیم)  با استفاده از تقریب گوس نیوتن هدف

3ارایه شد با توجه به جدول 3محاسبه و نتایج آن در جدول 
یافته و به متغیرهاي ورودي به شبکه کاهشخطاي شبکه 

وزن مناسب اختصاص یافت با بهینه نمودن متغیرهاي تابع 
یر آن در تابع هدف از بیش برازشی آموزش شبکه تأثهدف و 

). روند کار آموزش شبکه با تعداد نرون هاي 16(جلوگیري شد
یابد که یمهاي اضافی تا زمانی ادامه کم آغاز و افزودن نرون

یري در بهبود خطا نداشته باشد، در تأثهاي بیشتر افزایش نرون
ي اشبکهبصورت 2مدل شماره 4این روش با توجه به جدول 

شترین ضریب همبستگی نرون در لایه پنهان اول با بی3با 
966/0CC= و کمترین ریشه میانگین مربعات خطا

mg/lit094/0=RMSE 998/0وNS= در مرحله صحت
سازي انتخاب یهشببهترین مدل در فرآیند عنوانبهسنجی 

شود شبکه عصبی یممشاهده 4شد. همانطور که در جدول 
خش ي بهادادهاست که توانسته شدهدادهبیزین بخوبی تعمیم 

ي بخش آموزش اجرا نمایدهادادهصحت سنجی را بخوبی 
ب) مشخص است تطابق -4که در شکل (طورهمان). 16(

مقادیر محاسباتی مواد جامد محلول مربوط به مرحله صحت 
سنجی مدل شبکه عصبی بیزین با مقادیر مشاهداتی وجود 

الف) قابلیت بالاي این - 4به نمودار (با توجهدارد. همچنین  
در تخمین اکثر مقادیر مشهود است. مدل

در شبکه عصبی بیزینمورداستفادهمقادیر متغیرهاي- 3جدول
Table 3. The values of variables used in Bayesian neural network

EDEWGradientEpochپارامتر

0002/0461/165-10×79/19999/010 -101000

ي عصبی بیزین در مراحل آموزش و صحت سنجیهاشبکهز مدلنتایج حاصل ا- 4جدول
Table 4. The results of Bayesian neural network training and validation

صحت سنجی آموزش تابع محرك
ساختار شماره

CC RMSE
(mg/lit) NS CC RMSE

(mg/lit) NS لایه خروجی لایه پنهان
964/0 097/0 992/0 976/0 032/0 975/0 خطی تانژانت هیپربولیک 1-2-7 1
966/0 094/0 998/0 977/0 026/0 976/0 خطی تانژانت هیپربولیک 1-3-7 2
965/0 097/0 994/0 975/0 034/0 974/0 خطی تانژانت هیپربولیک 1-4-7 3
965/0 098/0 989/0 976/0 027/0 970/0 خطی تانژانت هیپربولیک 1-5-7 4

964/0 096/0 991/0 974/0 029/0 964/0 خطی تانژانت هیپربولیک 1-6-7 5
965/0 098/0 993/0 975/0 033/0 966/0 خطی تانژانت هیپربولیک 1-7-7 6
965/0 095/0 995/0 972/0 032/0 974/0 خطی تانژانت هیپربولیک 1-8-7 7
963/0 096/0 995/0 974/0 028/0 968/0 خطی تانژانت هیپربولیک 1-9-7 8
964/0 097/0 994/0 975/0 029/0 975/0 خطی تانژانت هیپربولیک 1-11-7 9
965/0 096/0 989/0 970/0 030/0 966/0 خطی تانژانت هیپربولیک 1-13-7 10
965/0 097/0 994/0 976/0 031/0 971/0 خطی تانژانت هیپربولیک 1-14-7 11
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19.......... ...............................................................................................................1396/ بهار و تابستان 15م/ شماره هشتپژوهشنامه مدیریت حوزه آبخیز سال 

مرحله صحت سنجیشدهثبتي هادادهادیر بهینه مدل شبکه عصبی بیزین براي مقازحاصلنمودار-4شکل
محاسباتیومشاهداتیمقادیرمیانپراکنشنمودار)زمان  ببهنسبتمشاهداتیومحاسباتیمقادیر)الف

Figure 4. Diagram of optimal values of Bayesian neural network model for recorded data in validation phase
A) the observed and computed values over time B) scattered plot of observed and computed values

ي بیان ژنزیربرنامهنتایج 
یزي بیان ژن به دلیل توان انتخاب ربرنامهاستفاده از 

یرهایی با تأثیر کمتر و متغیرهاي مؤثر در مدل و حذف متغ
ائی ارائه رابطه صریح جهت تخمین کل مواد همچنین توان

قرار گرفت. لذا هر مدنظرجامد محلول رودخانه بالخلوچاي 
دار استفاده و جهت یمعنیرهاي متغهفت ورودي براي تعیین 

)، F1ی (عملگر اصلبررسی بیشتر علاوه بر مجموعه چهار 
فرض برنامه یشپیی بر اساس عملگرهاي ریاضی هاحالت

)F2ه عملگر )، و مجموعF3 .در ینهمچنلحاظ گردیده است
و تولید یک جمعیت یهپژوهش جهت ساخت درخت تجزینا

ها از ترکیب حلاستفاده شد که این راهییهاحلاولیه از راه
استفاده در (عملگرهاي ریاضی موردعتصادفی مجموعه تواب

ایجاد) ثابتواعدادمسئلهمتغیرهاي(هاترمینالوها) فرمول
نحوه و دلیل انتخاب این نوع عملگرها با توجه به شوندمی

روابط نهایی حاصل از ) صورت گرفته است.11،15مطالعات (
حوضه براي شدهیفتعري ریاضی عملگرهامجموعه از سه

یر هریک از متغیرهاي تأثمیزان 5بالخلوچاي در جدول 
دهد، با یمورودي را روي میزان کل مواد جامد محلول نشان 

یر تأثبیشترین بی کربناتوجه به این روابط سدیم، کلرید و ت
و دبی جریان با اندداشتهدر تخمین کل مواد جامد محلول را 

حذف گردیده F3یر ناچیز در روابط عملگر تأثتوجه به وزن 
TDSو Qاست، این امر در میزان همبستگی ضعیف  بین

.مشهود استکاملاً

سه عملگرهربایزیبیان ژن ربرنامهمدل نتایج حاصل از 
در هردو مرحله F1بیانگر این است که عملگر6در جدول

آموزش و صحت سنجی با بیشترین ضریب همبستگی 
950/0CC= و ریشه میانگین مربعات خطا

mg/lit171/0RMSE=767/0وNS= نسبت به سایر

ین بنابراعملگرها از دقت بیشتري برخوردار بوده است. 
شامل چهار عملگر اصلی F1یزي بیان ژن با عملگرربرنامه

رابطه ساده ریاضی بیشترین دقت را در تخمین باوجودریاضی، 
که کل مواد جامد محلول در رودخانه بالخلوچاي داشته است.

ي پراکنش نمودارها) همخوانی دارد. 3،12با نتایج (

الف ب

)13 (

)14 (

)15                                                            (

F :{  -    }( 

F :{  -     √                           }  

F :{   -     √          } 

یزي بیان ژن براي چهار مجموعه عملگر ریاضی منتخبربرنامهعادلات م- 5جدول
Table 5. Equations for four sets of mathematical operators of gene expression programming

یزي بیان ژنربرنامهمعادلات عملگر
F1

F2

F3

         (        )   (         ) (       )        
 
       

    (
     

  
)          

 

  (        )     (       )
           

  

    (
    

  
) (           )    (     

        )       (       )          

 [
 D

O
I:

 1
0.

29
25

2/
jw

m
r.

8.
15

.1
3 

] 
 [

 D
ow

nl
oa

de
d 

fr
om

 jw
m

r.
sa

nr
u.

ac
.ir

 o
n 

20
26

-0
2-

06
 ]

 

                             7 / 12

http://dx.doi.org/10.29252/jwmr.8.15.13
https://jwmr.sanru.ac.ir/article-1-838-fa.html


20............ .............................................هارودخانهآب کیفیتي بیان ژن در تحلیل زیربرنامهي شبکه عصبی بیزین، شبکه عصبی مصنوعی و هاروشمقایسه 

یزي بیان ژن مربوط به مرحله صحت سنجی در شکل ربرنامه
ش مقادیر محاسباتی با چهار خط برازدهندهنشانب) -5(

است. y=xمجموعه عملگر ریاضی با بهترین خط برازش
مقادیر تخمینی و است که از این شکل مشخصطور همان

شدهواقعیراز چند نقطه که روي خط نیمساز غبهمشاهداتی 
تر از خط برازش قرار دارند که این امر دلالت یینپاسایر نقاط 

خط بر اساساتی و محاسباتی بر نابرابري مقادیر مشاهد
)y=x 5به شکل (با توجه) دارد. همچنین لازم به ذکر است -

مواد حداکثرو حداقلالف) این مدل در تخمین برخی مقادیر 
ضعیف عمل کرده، به طوریکه این مقادیر به جامد محلول در آب

(مشاهداتی) تخمین هاآناز مقدار واقعی ترکمترتیب بیشتر و 
زده است. 

در مراحل آموزش و صحت سنجییزي بیان ژن ربرنامهمدل حاصل از نتایج - 6جدول
Table 6. The results of gene expression programming training and validation

است.کمتردرصد یا10داري در سطح یمعندهندهنشانتوجه: ارقام پررنگ 

مرحله صحت سنجیشدهثبتي هادادهیزي بیان ژن براي ربرنامهمقادیر بهینه مدل ازنمودارحاصل-5شکل
محاسباتیومشاهداتیمقادیرمیانپراکنشنمودار)زمان  ببهنسبت مشاهداتیومحاسباتیمقادیر) الف

Figure 5. Diagram of optimal values of gene expression programming  model for recorded data in validation phase
A) the observed and computed values over time B) scattered plot of observed and computed values

نتایج شبکه عصبی مصنوعی
ي میزان مواد جامد محلول در آب در سازمنظورمدلبه

رودخانه بالخلوچاي از مدل شبکه عصبی مصنوعی از نوع 
یه با لایه پنهان با تعداد نرون هاي چندلاشبکه پرسپترون 

کیپربولینژانت هتااست. تابع شدهاستفادهمتفاوت 
ین شکل از توابع محرك است، که در این تحقیق از ترمتداول

ي عصبی مصنوعی هاشبکهآن براي ساخت لایه خروجی 
یه با چندلاي پرسپترون هاشبکهاستفاده گردید. آموزش 

استفاده از الگوریتم آموزش پس انتشار خطا بنام الگوریتم 
تر در آموزش یعسرمارکوارت به دلیل همگرایی - لونبرگ

شبکه، استفاده شد. همچنین از ترکیبات مختلف توابع محرك 
ي اشبکهدر لایه (هاي) مخفی استفاده گردید. در این پژوهش

بهترین شبکه در عنوانبهنرون در لایه پنهان اول  2با 
نتایج حاصل از 7ي حاصل شد. در جدول سازمدلفرآیند 

به همراه اررفتهکبهي مختلف ساختارهامقایسه عملکرد 
ي بخش آموزش و صحت سنجی  هادادهمتغیرهاي آماري 

شود یممشاهده 7است. همانطور که در جدول شدهارائه

و =921/0CCبا بیشترین ضریب همبستگی 1ساختار شماره 
mg/lit352/0=RMSEکمترین ریشه میانگین مربعات خطا 

در مرحله صحت سنجی نسبت به سایر =840/0NSو 
ي میزان مواد جامد محلول در آب سازمدلارها جهت ساخت

) 17،21(يهاپژوهشخواهد بود. که این نتایج با ترمناسب
شدهحاصلنمودار بهترین مدل 6همخوانی دارد.در شکل 

است. شدهدادهي بخش صحت سنجی نشان هادادهبراي 
مقادیر تخمینی است ب) مشخص-6(از شکلکه طور همان

و شدهپراکندهیراز چند نقطه روي خط نیمساز غبهو مشاهداتی 
بر این امر دلالت بر برابري مقادیر مشاهداتی و محاسباتی 

الف) نیز تغییرات - 6باشد. در نمودار (یم) y=xخط (اساس
شدهدادهمقادیر محاسباتی و مشاهداتی نسبت به زمان نشان 

دهد که شبکه عصبی مصنوعی در یماست، این شکل نشان 
ین برخی مقادیر حداقل ، حداکثر و میانی عملکرد خوبی تخم

یشتریا کمتر از مقدار بکه این مقادیر را يطوربهنداشته، 
شان تخمین زده است.یواقع

صحت سنجی آموزش
CC RMSE

(mg/lit) NS CC RMSE
(mg/lit) NS عملگر 

950/0 171/0 767/0 975/0 653/0 734/0 F1

946/0 275/0 870/0 974/0 303/0 829/0 F2

941/0 271/0 865/0 960/0 098/0 803/0 F3
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21.......... ...............................................................................................................1396/ بهار و تابستان 15م/ شماره هشتپژوهشنامه مدیریت حوزه آبخیز سال 

ي عصبی مصنوعی در مراحل آموزش و صحت سنجیهاشبکهنتایج حاصل از مدل- 7جدول 
Table 7. The results of artificial  neural network training and validation

صحت سنجی آموزش تابع محرك
ساختار شماره

CC RMSE
(mg/lit) NS CC RMSE

(mg/lit) NS لایه خروجی لایه پنهان
921/0 352/0 840/0 851/0 242/0 814/0 خطی کیپربولیتانژانت ه 1-2-7 1
891/0 961/0 763/0 836/0 620/0 808/0 خطی تانژانت هیپربولیک 1-3-7 2
901/0 472/0 747/0 834/0 662/0 782/0 خطی کیپربولیتانژانت ه 1-4-7 3
848/0 466/0 827/0 848/0 309/0 632/0 خطی تانژانت هیپربولیک 1-5-7 4
891/0 666/0 798/0 837/0 426/0 746/0 خطی کیپربولیتانژانت ه 1-6-7 5
894/0 789/0 812/0 829/0 328/0 736/0 خطی هیپربولیکتانژانت  1-8-7 6

816/0 438/0 784/0 841/0 281/0 754/0 خطی تانژانت هیپربولیک 1-10-7 7
881/0 716/0 826/0 835/0 268/0 794/0 خطی تانژانت هیپربولیک 1-11-7 8
890/0 523/0 793/0 827/0 253/0 786/0 خطی تانژانت هیپربولیک 1-12-7 9
882/0 937/0 823/0 842/0 265/0 803/0 خطی تانژانت هیپربولیک 1-14-7 10
893/0 866/0 828/0 836/0 351/0 799/0 خطی تانژانت هیپربولیک 1-16-7 11

مرحله صحت سنجیشدهثبتي هادادهمقادیر بهینه مدل شبکه عصبی مصنوعی براي ازحاصلنمودار-6شکل
محاسباتیومشاهداتیمقادیرمیانپراکنشنمودار)زمان  ببهنسبتمشاهداتیومحاسباتیمقادیر)الف

Figure 6. Diagram of optimal values of artificial neural network  model for recorded data in validation phase
A) the observed and computed values over time B) scattered plot of observed and computed values

هامدلمقایسه عملکرد 
و هامدلاز هرکدامدر ادامه با انتخاب جواب بهینه 

با یکدیگر مشخص شد، هر سه روش با دقت هاآنمقایسه 
توانند میزان مواد جامد محلول در آب رودخانه یمخوبی 

8سازي کنند. همانطور که در جدول  یهشببالخلوچاي را 
مدل شبکه عصبی کاررفتهبهي هامدلشود از بین یممشاهده 

و کمترین ریشه میانگین =966/0CCبیزین با بیشترین دقت 
و بیشترین  ضریب mg/lit094/0=RMSEمربعات خطا  

در مرحله صحت سنجی دارا =998/0NSساتکلیف -نش

باشد. مقایسه نتایج مدل شبکه عصبی بیزین با مدل یم
بودن نتایج این دو مدل حاکی از نزدیک ژنانیبیزيربرنامه

نتایج هر سه مدل نسبت به مقادیر 7باشد. در شکل یم
که ضعف دو مدل شدهدادهمشاهداتی در طی زمان نشان 

عصبی مصنوعی در تخمین و شبکهیزي بیان ژن ربرنامه
دهد، در یمدقیق برخی مقادیر حداقل و حداکثر را نشان 

ی پوشش خوببهن ژن یزي بیاربرنامهحالیکه مقادیر میانی در 
است.شدهداده

یزي بیان ژن و شبکه عصبی مصنوعیربرنامهشبکه عصبی بیزین، هايسنجی مدلو صحتنتایج حاصل  از آموزش - 8جدول 
Table 8. The results of Bayesian neural network, gene expression programming and artificial neural network models

training and validation
صحت سنجی آموزش

مدل
CC RMSE NS CC RMSE NS(mg/lit) (mg/lit)
966/0 094/0 998/0 977/0 026/0 976/0 شبکه عصبی بیزین
950/0 171/0 767/0 975/0 653/0 734/0 ژنانیبیزيربرنامه
921/0 352/0 840/0 851/0 242/0 814/0 شبکه عصبی مصنوعی
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22....................................................... هارودخانهآب کیفیتي بیان ژن در تحلیل زیربرنامهبکه عصبی بیزین، شبکه عصبی مصنوعی و ي شهاروشمقایسه 

یزي بیان ژن و شبکه عصبی مصنوعی ربرنامهمحاسباتی مقادیر بهینه مدل شبکه عصبی بیزین، -پراکنش و  مشاهداتی نمودار-7کل ش
مرحله صحت سنجیشدهثبتي هادادهبراي 

Figure 7. Diagram scatter plot and observations - computational Bayesian optimal neural network, gene expression
programming and artificial neural network models  for recorded data validation phase

جهتییهامدلعملکرد شدبر آن یسعقیتحقنیدرا
ازاستفادهبامیزان مواد جامد محلول در آبسازيیهشب

موردایستگاه رودخانه بالخلوچاي در اردبیلماهانهيهاداده
شبکه شاملشده گرفتهکاربهيها. مدلردیگقراریابیزار

یزي بیان ژن و شبکه عصبی مصنوعی ربرنامه،عصبی بیزین
مواد بایمشاهداتجامد محلول در آبموادیرمقاد.باشدیم

ي مذکورهامدلدرشدهزدهنیتخمجامد محلول در آب
یزي بیان ژن و شبکه عصبی ربرنامه،(شبکه عصبی بیزین

قرارسهیمقامورداز معیارهاي ارزیابی استفادهبانوعی)،مص
: با توان بصورت زیر خلاصه نمودنتایج تحقیق را می.گرفت

توجه به معیارهاي ارزیابی نتیجه شد که هر سه روش 
بالایی میزان مواد جامد نسبتاًتوانند با دقت یمی، موردبررس

بکه عصبی بینی نمایند. در این میان، شیشپمحلول در آب را 
بیزین دقت بالایی در تخمین مقادیر کمینه و بیشینه دارد این 

)  مطابقت داشته است. در تبیین 7،14ي (هاپژوهشنتایج با 
ي عصبی بیزین با هاشبکهتوان گفت در این نتایج می

اختصاص وزن مناسب به هر یک از متغیرهاي ورودي طبق 
شود. همچنین یمقانون بیز، باعث کاهش میزان خطاي شبکه 

استفاده از تقریب گوس نیوتن جهت محاسبه متغیرهاي 

همگرایی شبکه، بهینه نمودن رونددرتنظیم، سبب تسریع 
شود. همچنین نتایج نشان یمو کاهش خطاي شبکه هاوزن
یل همبستگی پایین پارامتر دبی با مواد جامد محلول به دلداد 

دارد که در مدل یر کمتري در تحلیل این پارامتر تأثدر آب 
یزي بیان ژن با ارائه روابط با توجه به عملگرهاي ربرنامه

را TDSیر هر یک از پارامترها در تخمین  تأثانتخابی، وزن 
دهد این امر مشهود است و این نتایج با مینیز نشان 

معادله ) همخوانی دارد و میتوان بیان نمود 3،12ي (هاپژوهش
ژن، از ترکیب تصادفی مجموع یزي بیان ربرنامهحاصل از 

آید بنابراین اگر رابطه بین یمها و توابع بدست ینالترم
sin ،cosها خطی باشد ولی عملگرهاي یخروجها و يورود

یزي بیان ژن در ربرنامه... در مجموعه توابع انتخاب شود و
کند که یماستخراج رابطه از آن عملگرهاي انتخابی استفاده 

شود که در این پژوهش یمکاهش دقت مدل این امر باعث 
... کاربرد وsin،cosجهت افزایش دقت مدل عملگرهاي 

و سادگی، مدل حاصل از چهار دقتبهندارد و نیز با توجه 
عمل اصلی ریاضی جهت تخمین میزان مواد جام محلول در 

آب پیشنهاد شد.
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Abstract
The amount of total dissolved solids (TDS) is an important factor in stream engineering,

especially study of river water quality. This study estimates the TDS amount of
Belkhviachayriver in Ardabil Province, using bayesian neural network-, gene smart and
artificial neural network. Quality variables include hydrogen carbonate, chloride, sulfate,
calcium, magnesium, sodium and inflow (Q) in monthly time scale during the period (1976-
2009) as input and TDS were chosen as output parameters. The criteria of correlation
coefficient, root mean square error and of Nash Sutcliff coefficientwere used to evaluate and
performance compare ofmodels. The results showed that however the models could be used to
estimate with reasonable accuracy the amount of dissolved solids in water deal, but regarding to
accuracy, bayesian neural network model with the highest correlation (0.966), minimum root
mean square error (0.094ppm) and the Nash Sutcliff (0.998) were put in the verification phase.
The results showed that the bayesian neural network model to estimate high minimum and
maximum values of dissolved solids in water.

Keywords: Ardebil, Model, Prediction, Total Dissolved Solids
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