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Figure 2. A three-layer Bayesian neural network overview
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Table 1. Statistical properties of qualitative variables for Belkhviachay river
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Table 3. The values of variables used in Bayesian neural network
Epoch Gradient o< B Ew Eo sl

Yerr [YSRE +/4444 )/¥axy s RVZAT) o[eeey

P oo g igel Jolhe ) (i (nas sl Jaa I ol ol ¥ Jgue
Table 4. Theresults of Bayesian neural network training and validation
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Figure 4. Diagram of optimal values of Bayesian neural network model for recorded data in validation phase
A) the observed and computed values over time B) scattered plot of observed and computed values
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Table 5. Equations for four sets of mathematical operators of gene expression programming
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Table 6. Theresults of gene expression programming training and validation
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Figure 5. Diagram of optimal values of gene expression programming model for recorded datain validation phase
A) the observed and computed values over time B) scattered plot of observed and computed values

9 CC=-/ay) M/" o Dy Yl LY oyl Hlinle
=RMSE-/Yaymg/lit s Slaye 0ke ady) o yieS
o 4 Cuws oriw Couo dage 3 NS=/AY.
Ol Jolome dals dlge e (ilw e cas bblidle
(MVAY) lpiogs b mli ol &5 gl iasbe
ol Jols Jao cpyine Jhged £ JSS 0 Slgren
Cawl oddodly L v oo iS5y sleedly (glp
33 e Caud et (o F) S5 oS ygblen
5 oai0aiS Ty Sluews bad (ggy dladi x> jluca Slialis g
2 Sl 5 Slaalie polie gply p YD ol oyl
Olyss 55 (@l=F) Hhbges o bl o (Y=X) ks ol
odd o3y L o 4y o Slaalie 5 Slusbre yolds
P (Souas mas &b & W o i S5 ol
@9 e Slo g Sl ¢ Jolus polie (B (eSS
Mo I peS bt 1) jdlie ol &S pobody el

Gl 03 yposds oyl 2Blg

2 ol Jebwo by dlge e (g5l Jdoslaiod

g5 3l Eahan as 4SS Sl gl s,
sl g9y 2l b plety 4V L aVale gy 4S5
Sdgpd  ilil bl oddoslitel  wglate
3 e pl )3 oS el S oo @l 5l UK 0 5 Jglte
Syean mas SaSud (2en Y il dly o
boaYae gopwn baud (Sjgel 035 odlatul
e I P
il 2 e @R b4 o)l Sy
S o wlg calisre bS5 5l iomen adb ol Sl
el i opl 50 .005)5 eolatwl s (sle) 4 45
PSS e esa o) ole @Y 0 09p YV L
§ ol s V s 5 a3 ol (sl ie 1]
olyor 4 ady,l8a calisee glaylidle 3Slee awslds
T Cono g hjeel Lisn gleedly (gylel (gla juaie
ssdse oanlie ¥ Jgia 55 o jsbilen Cusl ordall)


http://dx.doi.org/10.29252/jwmr.8.15.13
https://jwmr.sanru.ac.ir/article-1-838-fa.html

[ Downloaded from jwmr.sanru.ac.ir on 2026-02-06 ]

[ DOI: 10.29252/jwmr.8.15.13 ]

A

was

Ol g 5lo0 110 0)les /pziin Jlo jusol 059> ke dolidimgs

- s o g Ghigel e )3 (egtan (as cbaSd Jao §] Jobs gl -V Sy
Table 7. Theresults of artificial neural network training and validation
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Figure 6. Diagram of optimal values of artificial neural network model for recorded data in validation phase

A) the observed and computed values over time B) scattered plot of observed and computed values
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Table 8. The results of Bayesian neural network, gene expression programming and artificial neural network models
training and validation
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Abstract

The amount of total dissolved solids (TDS) is an important factor in stream engineering,
especially study of river water quality. This study estimates the TDS amount of
Belkhviachayriver in Ardabil Province, using bayesian neural network-, gene smart and
artificial neural network. Quality variables include hydrogen carbonate, chloride, sulfate,
calcium, magnesium, sodium and inflow (Q) in monthly time scale during the period (1976-
2009) as input and TDS were chosen as output parameters. The criteria of correlation
coefficient, root mean square error and of Nash Sutcliff coefficientwere used to evaluate and
performance compare ofmodels. The results showed that however the models could be used to
estimate with reasonable accuracy the amount of dissolved solids in water deal, but regarding to
accuracy, bayesian neural network model with the highest correlation (0.966), minimum root
mean square error (0.094pﬁm) and the Nash Sutcliff 39.998) were put in the verification phase.
The results showed that the bayesian neural network model to estimate high minimum and
maximum values of dissolved solidsin water.
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